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Introduction

Simulators are used in several different contexts,

« flight simulators

 control room simulators

« ship bridge simulators
Such simulators are characterised by a real-lifér@enment, i.e. the user has a “look-and-feel”tad t
real world that is entirely authentic, with a siauigld real-world feedback provided by a computer
program. E.g. in a flight simulator the controle @entical to the real aircraft controls and trew
through the “air plane windows”, which are actuabmputer screens, is just like in the real waald,
view which is updated based on user interactiohs.Simulated air plane’s reactions to user actions
are perfectly described by laws of motion, so thatcomputer (simulator) gives the user an autbenti
feedback to the way the aircraft is handled. Theaathge is of course that the user can get training
handling of dangerous situations without the rdaldonsequences of errors.

In reservoir simulatorghe objective is much the same — to simulate xipioéation of a real reservoir
without the costs of real life trial and error, .@@test different productions scenarios to find a
optimal one before the reservoir is actually pupooduction. Unfortunately, in contrast to e.g. a
control room simulator, we cannot expect the resesimulator to provide an exact replica of flowy i
and production from the reservoir. This is due tmember of factors, but the most important
difference is that while e.g. an aircraft is acteisaand detailed described in the computer program
and the equations of air flow are well known and bba solved with great accuracy, the description of
the reservoir and the boundary conditions for tipgagions for flow in a porous rock are known only
with a great deal of uncertainty. Primarily, thegeystem itself and the flow in this system hagpen
on a detail level that is impossible to describenodel — and if it were possible the resulting peab
would be too large to solve on present-day computayway. In addition to that, the detail structure
of the pore system will obviously be unknown. Se pinoblems we look at are a result of

» generalisation of real micro-scale data from macade observations (seismics and well data)

» upscaling of detail level behaviour to a manageab#de and problem size.

* some uncertainty in the descriptive model itsafu@ions for multiphase flow in porous media).

With such uncertainties both in the input data #redsolution procedure, it is not surprising that
“exact” answers cannot be provided — typically Mfested by comparing the simulated data to actual
field data after some time of field production.

Still reservoir simulation is regularly used witregt success, and remains one of the supportsillar
for decision making when field plans for developtremd operations are made. This is, because even
if there may be uncertainties tied to simulatedltesthe simulations reveal invaluable information
about the reservoir flow, and not the least, cantfo areas which need closer investigation or can
represent elements of risk to the production séesar

An important aspect in this discussion is thatloffe operations require much more robust
plans and economics than small onshore reservoirsglainly put, one cannot afford to do (grave)
errors when determining an operations plan, sineertvestments up front are so large.

In such a context, some of the tasks of the regeemgineer in charge of doing reservoir simulagion
are,

» evaluate the quality of the input data

 transform the input data to a form suitable forudation

« identify which parts of the data are most sensitb/ancertainty

« identify necessary additional data acquisition

« identify key data which may directly influence ctwiof operations plans, and uncertainty tied to

these

» perform a suite of reservoir simulations

» evaluate quality of results from the simulationsgertainties, areas of robustness

« utilize available field production data to tune slations

» point to potential future problems / solutions, @est production plans



On this background we clearly see that the simuitgelf is merely a tool used in the process — in
many cases an indispensable tool, but the humaar fache engineer, is undoubtedly the main factor
in this process.

Knowledge of how to use the tool is a necessameitignt in the work flow, but really not a gqur
se Still, it remains a fact that it would be impdssito carry out the tasks above without this
knowledge.

The objective of these lecture notes is to protdenecessary background for using the reservoir
simulator as a tool. Many subjects are common tstrmoall simulators, and have been tried covered
in a general sense. But in the end all input masidfined in a detail language defined by each
simulator. Although the general set-up for inpledifor different reservoir simulators has much in
common, the detail syntax is obviously unique tohesimulator. In these notes, we focus on the
syntax used by the market leading reservoir siroutatlipse by Geoquest / Schlumberger, which is
used by many oil companies with offices in Norway.

Eclipse includes options for simulating “almost #nyg”, through several thousand keywords. In
these notes we aim at covering those subjects eywldeds which are sufficient and necessary to run
the majority of “standard” simulations.

Many, perhaps all the most common, subjects andiérls are described in these notes, which hence
can be a sufficient basis for setting up input diia for a great deal of problems. Still, the uswist

be aware thainly a small subset of the keywords are describad for many of the keyworasly a
subset of the available optiohave been described. The objective of these kectotes is thus to

enable the user to understand the required inpattda reservoir simulator, convert the input éssu

to Eclipse format and run simulations with Eclipfeg,not-too-complex problems. With this
background it should be relatively easy to advaoagher and more general problem settings, by
consulting the Eclipse reference documentation.

Hence, the notes cannot in any way replacé&thipse reference manyakhere the user should
always look to find the official and detailed deption of any keyword. Further, theclipse technical
referencecontains detail descriptions of methodology angspdal background for many subjects that
are relevant when attempting to understand the iwgskof the simulator.

It cannot be avoided that the contents of the noéesmes technical at times, and one may easily get
the impression that the reservoir simulation i€=ercise in technicalities. Therefore keep in nhl

list of tasks above, and that the simulator is tyeadgool — the real challenge is not to get keyavor
syntaxes correct (although they must be), butterfmet input and output from the simulations in a
process where the decisions based on the simudadienthe goal, not the simulations.

From the author’s point of view it is the use of gimulator that is important, not the technicediti
Some general rules can be given, and are giveranyrxcellent books, but expert use of simulators
is primarily a question of experience. Unfortunatalost of the subjects tied to real life use of the
simulator are beyond the scope of these notesiteested readers should consult other books in the
field.

One of the important tasks for a user of a resesimulator is to evaluate the quality of simulated
results. Are the results “as expected”? — Do tiselte appear trustworthy?

Again, experience is an important factor in sucll@ations, but another factor should not be
neglected, namely knowledge of the inner workinigghe simulator. (Too) many engineers treat and
use the simulator as a “black box”. It is the authopinion and experience that input data will
generally be of higher quality, potential simulatierrors will be quicker identified, and result
evaluation will be more robust if the user has sanmm@wvledge of how the input data is handled by the
simulator.



A complete treatment of the inner workings of Esiffor any other simulator) is obviously far beyond
the scope of these notes (Ref. Eclipse techniqaragices or many books on the subject), but many
basic features will be covered.

Prerequisites

Knowledge in basic reservoir technology is requireas the very least the reader must know the
terminology, although more is an advantage.

Some background in calculus and differential equigtis recommended.

Especially for the last part of the text, a basickground in linear algebra and some numerical
methods is advantageous.

1. Overview — minimum required data input

1.1 The grid

Real reservoirs are of course continuous, andoall-fiependent parameters change continuously with
time. A reservoir simulator, which is a computesgnam, cannot, however, relate to continuous
variables. It is therefore necessary to subdivigecontinuous reservoir into a finite number of

discrete elements, and also to define time devedmpin a discrete sense. Then at any time, all
properties will be understood as being constarttivibne element, and dynamic (time dependent)
updates will occur only at defined time steps, @/aill data are seen as constant between such spdate

The subdivision of the reservoir into finite volumements or cells is denoted a discretisatiohef t
reservoir, and the set of elements is called teerwir grid. Intuitively, we would expect the
simulator results to be more reliable if the giiosely approximates the reservoir itself. Sincetmos
real reservoirs have a complex geometry and intstnecture, a good approximation will normally
require a large number of cells. Computational iwarations will on the other hand restrict the
number of cells by available computer memory andémeptable run times, so the grid we choose to
use will almost always be a compromise betweemifit desires.

Grid design, or how to build a suitable (“best")dgior a given reservoir is a science (or art
perhaps) in itself, which we will not study here.

The simplest grids are those which are compri$ednumber of equal cube-shaped cells. The
grid is then uniquely defined by the size of eaabe; and the number of cubes in each of the major
directions X, Y, Z

Eclipse convention|, J, Kare used for indices i, Y, Z— directions, and the ordering is defined as
in “normal reading order”, i.d.runs from left to rightJ runs from top of a page to bottom, atduns
from page to page. In a grid oriented along stahdapgraphical axeswould increase from west to
east,J would increase from north to south, d#ddlownwards.

We denote the length of the cell (cube) inXqheY, Zdirections byDX, DY, DZrespectively.
Then the simplest grid is comprised of identicdlls¢®&lX cells in theX-direction,NY cells in theY-
direction, and\Z cells in theZz-direction, totallyNX*NY*NZ cells.

A simple extension of this grid, is to allow fDiX to be dependent on tihéndex, andY to
be dependent on tlikeindex. (Note that we don't allow f@X to be dependent ah Figure out why
this restriction exists.). An example of such algsishown in Figure 1.

A real reservoir is never completely horizontall atso has a complex internal structure defined by
the different geologic units that build the res@rvbhese units are also commonly natural flow sinit
and hence when building grids, we generally trigdaour the depth variation of the units in the grid
So a natural generalisation of the simple gridbikeepDX andDY constant, but allowZ (the cell
thickness) and cell depth to vary from cell to celjure 2 shows an example. Such grids are much
used in the industry.

1.2 Petrophysics

In the reservoir porosity and permeability may hkarge variation. In each grid cell we define aueal
of these variables that is a representative cellage value of the property. Although permeabititst
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tensor variable, Eclipse only allows for the diagjcglement¥,,, K,,, andK,,, calledPERMX,
PERMY andPERMZ Also, the mixture of porous and non-porous matesihandled by the net-to-
gross parameteNTG.

1.3 Fluid properties
In this introduction we look at the simple case{l@mse flow with water and undersaturated oil (i.e.
the oil pressure is always above the bubble pogggure). Then the required data for defining the
fluids are,
» density at surface conditions
PVT relations (volume factors, viscosity)
» constant gas resolution factor
* relative permeabilitiek,, andk;, as functions of water saturation
» water — oil capillary pressure

1.4 Soil properties

These are simplified in most reservoir simulatars] typically are comprised of some relationship
which define how porosity (or pore volumes) andhpebility change with fluid pressure. The
simplest and most used assumption is constant essipility.

1.5 Equilibration

The initial reservoir state is defined by the pueesand saturations in each grid cell at the sfdtie
simulation. It is convenient to let the simulatatazilate the initial state based on the reasonable
assumption that the reservoir fluids are in eqililm at no-flow conditions. We then only need
supply the depths of the oil-water and gas-oil aotst, and the fluid pressures at a reference depth.
The simulator can then calculate the necessany stah fluid weight versus depth gradients.

1.6 Well specification

Wells are the most significant means to add or xextwid to/from the reservoir. The definition of

how wells should be operated in a production schesmnebe very complex, but at least we will need to
describe the well positions, at which depths theyogpen to the reservoir, and the production or
injection rates.

1.7 Dynamics

The reservoir production scheme is rarely or netatic. During the field’s life time, wells will be
added or closed, well rates will be changed, amdaigng constraints may be added or removed. All
such events are handled by defining a series @fstoihes, dates at which operating conditions may
change.

1.8 Output

The simulation would be rather useless if we doeduire some sort of results from the run. Such
results can be either text files, spreadsheet fileiles intended for graphic visualisation. Sirtbe
amount of possible output is enormoaosly data items required by the user are wriftend at user
defined times only. Often the milestones mentionetl 7 coincide with these output-times.

1.9 Simple Eclipse data file contents

A. Syntax

All data needed by Eclipse is collected in an ingata file, which is an ordinary text file. The
different data items are identified by keywords] amost often followed by the associated data. The
keyword data is always terminated by a slash (i#)some cases data occur in groups, where each
group is terminated by a slash. Exactly how thiskean practice will become clear when we look at
the keywords in detail.
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Data organisation

An Eclipse data file is comprised of eight sectibeaded by a section header. (Some of the sections
are optional). These sections must come in thecpbesl order, but the order of the keywords within
each section is arbitrary (except the SCHEDULEiseavhere time-dependency is handled in the
order it is defined).

The data sections, with headers, are (ridtes order is requirel
RUNSPEC (required)

Run specifications. Includes a description of g such as grid size, table sizes, number of
wells, which phases to include an so forth.

GRID (required)
Defines the grid dimensions and shape, includinigpplysics (porosity, permeability, net-to-
gross).

EDIT (optional)

User-defined changes to the grid data which aréeapafter Eclipse has processed them, can
be defined in this section. The EDIT section wdlt be covered in these notes.

PROPS (required)
Fluid and rock properties (relative permeabilitie¥,T tables, ...)
REGIONS (optional)

User defined report regions, or e.g. regions whdferent rel.-perm. curves apply can be
defined in this section.

SOLUTION (required)
Equilibration data (description of how the modetdde initialised).
SUMMARY (optional)

Results output is primarily of two types:
1) Scalar data as a function of time (e.g. averade fieessure)
2) Data with one value pr. grid cell (e.g. oil satioa}. These are only output at chosen
times.
This section is used to define output of the #iatl, by specifying which data items to write
to report files.
SCHEDULE (required)
Well definitions, description of operating schedwenvergence control, control of output of
the second kind described above.

Comments

Any line in an Eclipse input file that starts withio dashes (--) is treated as a comment.

It is strongly recommended to use many commengsatlvantage is easily seen when returning to the
file for later updates. (Note that the two dashestrbe in column 1 and 2, no leading blanks.)

The Eclipse data format, default values and data peats

A property like porosity must be defined with oraue for each grid cell. THeclipse data format
expects exactly this: With a total Nf= NX*NY*NZcells,N porosity values must be given. The order
is according to the “book order”, line after linetilia page has been read, then the next pagealintil
data has been read. l.e. First the top laged] is read, line by line (begin with=1, readl=1,...,NX
thenJ=2, etc.) Then repeat f&t=2,...,NZ

An example for porosity is then,
PORO

0.320.24 0.240.30.31 0.31 0.312 0.32
0.26 0.26 0.26 0.27 0.3 ...

... 0.26 0.250.25 0.25 0.28 / (Totally N values)

Note that it is allowed to put a comment aftertdgreninating slash.
For this particular example, if the entire porosityay must be supplied, it is typically generdtgdn
external program, like e.g. IRAP RMS or FloGridt imput manually.
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When providing a data vector associated with a kegiwoften the same value will be repeated. One
example is that we often look at models where vgerag that porosity is constant in each layer. Then
the porosity keyword would be comprised\df*NY equal values for layer 1, followed by another
NX*NY equal values for layer 2 etc. This situation i€smmon that Eclipse fortunately allows for a
shorthand notatiom*val means that the valual shall be repeated n times. So,

PORO
0.23 0.230.230.230.230.230.230.230.24 0.2 50.250.25/
is equivalent to

PORO
8*0.23 0.24 3*0.25/

Note that there must not be any blanks on anydfitlee asterisk (star).

In many cases required data items may be defalldighse has defined default values for many
values, and if we on input set these items to dgf&alipse will use the defined default values@asl.
A default value is specified byL* 7, and can be repeated as above, with n* (e.g.doifypthat the
next three items shall be defaulted use 3*).

If “the rest” of the data items are defaulted, fhisot necessary to state explicitly. As an examnihie
COMPDAT keyword requires 14 data items, but we défault the last five.

Either of the syntaxes below are valid (don’t calbeut the meaning just now).

COMPDAT

WP1 10 2 1 2 OPEN 2* 0.5 5%/
WP2 10 3 1 2 OPEN 2* 0.5/
/

INCLUDE statements

Some of the data items can be really huge, espettial GRID section data. Since we seldom want to
look at such data once they have been defined anytia convenient to keep them outside the
DATA file.

Eclipse allows for including other files in the ddile, also on several levels (a file that is
included may itself contain INCLUDE statements)lifise also knows about absolute and relative
addressing of folders, so we can (and the usercswraged to) keep included files in separate felde
If we e.g. use one folder for each run, keep @ldata that don’t change between runs in one or
several folders, and use relative addressing it UDE statements, we can obtain a well
organized file structure.

(The main reason for using relative addressingaswe then can move an entire project to a new
parent folder without having to change all the INMRESs in the data files.)

Example (recommended type of file structure)

Assume a folder hierarchy where th®fhe” folder for this suite of runs iSimField . This folder
contains the two subfoldeireclude  andruns . Theinclude folder contains the subfolde®@&RID,
FLUIDS, DIV, SCHEDULE , while theruns folder contains one folder for each run, 84SE,

SENS1, SENS2, ...

The grid definition (grid cell coordinate data)nsthe file SIMF.GRDECL, which resides in the GRID
subfolder. Our data file is in one of the subfofdenruns (note how it doesn’t matter which), and the

appropriate include statement in the GRID sectionld be,
INCLUDE
‘..I..Jinclude/GRID/SIMF.GRDECL’ /

If the file to include resides in the same foldgitlze data file, this will obviously be shorter eag.

INCLUDE
GF_PVT_TABLES.PROPS /

Note: Each INCLUDE statement contains exactly one Glentlude. It is not possible to list several
files in the same INCLUDE keyword.
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B. Data file (“BASIC data input example”)

Following is an example of minimum required datauinto Eclipse. The keywords are commented
using lines starting with two dashes. Full underditag of the file is not to be expected at thigeta
Note: Section headers are in bold for clarity oAlg.eclipse data file must be in text-only formabt

e.g. saved as a Word-document.

RUNSPEC

-- Title is used as header on output, to identify r
TITLE
Example simple Eclipse file, lecture notes

-- Specify dimension of model, NX, NY, NZ
DIMENS
--NX NY NZ

10 3 3/

-- Phases included (oil and water, i.e. 2-phase run
OIL
WATER

-- Units to use, alternatives are METRIC, FIELD or
FIELD

-- Specify maximum values for well data (# means “m

WELLDIMS
-- #wells #cell-connections Next three values are
4 5 3%/

-- Start date, i.e. “Day 0” in simulation
START
1 JAN 2004 /

un

LAB

ax number of”)

defaulted

&R D
-- Turn off writing of data to report file
NOECHO

-- Definition of grid cells. From DIMENS keyword ab
-- N = NX*NY*NZ = 10*3*3 = 90.
-- In each cell DX = DY = 1000 ft and DZ = 50 ft
-- (Dimension measured in feet since units were def
-- The grid cells are then defined by:
DX
90*1000 /
DY
90*1000 /
Dz
90*50 /

-- So far the grid shape has been defined, but we a
-- which depth (measured from sea level) the cell t
-- horizontal reservoir, and input depths which are
-- DZ-values we defined above.

TOPS

30*5000 30*5050 30*5100 /

-- Permeabilities are constant, so define 90 equal
PERMX
90*200 /
PERMY
90*200 /
PERMZ
90*200 /

-- Porosity is constant in each layer, so define 30
-- 30 in layer 2, and 30 in layer 3. Each layer con
PORO

30*0.3

30*0.23

30*0.18/

ove, we have:

ined as FIELD above)

Iso need to define at
ops are. We assume a
consistent with the

values.

values in layer 1,
tains 30 cells.
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-- Request to write an INIT (initial) file. Contain
-- initialize the model
INIT

-- Turn report writing back on
ECHO

s all data used to

PROPS

-- Relative permeability for water and oil,

-- and water-oil capillary pressure, as a function
SWOF

--Sw Krw  Krow Pcow

0.220 0.0000 1.0000 O
0.300 0.0700 0.4000 O
0.400 0.1500 0.1250 O
0.500 0.2400 0.0649 0
0.600 0.3300 0.0048 O
0.800 0.6500 0.0 O

0.900 0.8300 0.0 O

1.000 1.0000 0.0 O/

-- PVT properties for water.
-- (Pref: Reference pressure for rest of data (psi)
-- Bw: Volume formation factor for water
-- Cw: Water compressibiblity
-- ViscW: Water viscosity )
PVTW
--Pref Bw Cw ViscW
4014.7 1.029 3.13E-6 031 0/

-- PVT properties for oil
PVDO

-P Bo \viscO
3337 1.2600 1.042
3725 1.2555 1.072
4139.5 1.2507 1.096
4573.2 1.2463 1.118
5053.9 1.24173 1.151
5487.5 1.2377 1.174
5813.91.2356 1.2 /

-- Dead oil: Rs (Gas resolution factor) is constant
RSCONST
-- Rs Bubble-point-pressure

0.4 3337.0 /

-- Specify constant rock compressibility.
ROCK
-- Pref Cr

147 3.0D-6 /

-- Fluid densities at surface conditions
DENSITY
-- Oil Water Gas

49.1 64.79 0.06054 /

of water saturation

SOLUTI ON

EQUIL

-- DD = Datum depth, the depth to which all reports

--DD Pressure@DD OWC Pcow(OWC) Defaultr
5000 4800 6000 0.0 6*

will be referenced.

est of data items
/
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SUMVARY

-- List data vectors which we want stored for graph

-- Field Qil Production Rate
FOPR

-- Field Oil Production Total
FOPT

-- Field Water Cut

FWCT

-- Field Pressure (averaged reservoir pressure)
FPR

-- Field Qil In Place

FOIP

-- Field Water Production Rate
FWPR

-- Field Water Injection Rate
FWIR

-- Well Water Cut for all wells
WWCT

/

ics post-processing

SCHEDULE

-- Specify output of graphics result files for cell
-- to write these. (Details to come later)
RPTRST

BASIC=5 NORST=1 FREQ=6 /

-- Well specification: Give names, positions (i, j)
WELSPECS
--wname group i j Z(bhp) prefPhase
WP1 G 102 1* OIL /
/
-- (Note two slashes, one terminates each well, one

-- Completion data, the well is open to the reservo
-- from k_hi to k_lo.
COMPDAT
--wname ic jc k_hi k_lo open/shut 2*Don’tCare we
WP1 10 2 1 2 OPEN 2%
/

-- Production data, specify producing rate and cons

-- Well WP1 will produce with an oil rate of 2000 S

-- that well's flowing bottomhole pressure is minim

-- (Details to come later)

WCONPROD

--wname open/shut ctrimode orat 4*Default bhpmin Re
WP1 OPEN ORAT 2000 4* 3350 /
/

-- Milestone dates, e.g. to write results
DATES

1 JUL 2004 /

1 JAN 2005 /

/

-- Change production rate to 4000 STB/day
WCONPROD
--wname open/shut ctrimode orat 4*Default bhpmin Re
WP1 OPEN ORAT 4000 4* 3350 /
/

DATES
1 JUL 2005 /
/

END

data, and times which

and main phase of wells

terminates the keyword)

irin cells in layers

Il_diam Default...
05 4 |/

traints
TB/day constrained by
um 3350 psi.

st default...

st default...
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A note on units

Eclipse accepts data in metric units, as wellgd for lab units. Specification of which unit
convention to use is done in the RUNSPEC sectimteSnetric units are widely used by Norwegian
oil companies and international companies basé&tbimway, unless otherwise specified all the
examples in these notes will assume metric unisiaed.

Note on character data

In many keywords some of the required input is,textharacter data. (Example: In the DATES
keyword, each line contains “DAY MONTH YEAR”. HeE2AY and YEAR are numerical values,
while MONTH is a character string, e.g. JUL ashiea example above.

When character data is defined, this can be dotleoriwithout quotes (single quote, the vertical
quote on the keyboard). Hence the DATES keywordrialman be defined in two alternative ways:

DATES
1 JUL 2005 /
/

or

DATES
1'JUL’ 2005 /
/

Both these syntaxes are accepted by ECLIPSEalwiayspermitted to use quotes when defining
character data, but in most cases ECLIPSE acdepiaput without quotes, which can be preferable
from the user viewpoint. In some exceptional calsesiever, Eclipseequiresthe quotes. As a rule of
thumb the quotes are required if necessary tovesohbiguities. (And nothing worse than an error
message results if a text string was defined witljoote where one was expected.)

Examples where quotes are required
1. When the text string contaitdanks(or other separator characters)
A well name as B-1HA is accepted without quotes virell name ‘B1 REV’ requires quotes.
2. File paths which include subfolders, as the slgsiwq@uld else be misinterpreted as a
terminator. Example: The two INCLUDE statementglmnbottom of page 10. The first one
requires quotes, the second one, which is a sfibgleame, does not.
3. Wildcards(as defined in the Well Completions section, pé2ealways require quotes.

In the examples in these lecture notes, quotes iheae used if and only if they are required.
Technical comment:In early versions of ECLIPSE, quotes where requioe@ll character input. As

new versions have been released the set of datainggguotes has steadily been reduced. Syntax
which is accepted in current versions of ECLIPSE tharefore not be valid in older versions.
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Irregular structured grid

Figure 3.

Figure 4. Unstructured grid



2. The RUNSPEC section

As the RUNSPEC section comes first in the Eclips@ dile it is described here. Many of the terms
used in this description will not be defined beftater, but are included here for completeness.
The section containsin specificatiordata, i.e. information Eclipse needs at the veitming of the
job, before it commences reading of any other dgpécally for determining how much computer
memory to reserve for the different kinds of input.

Grid dimension — keyword DIMENS

Specification of the number of cellsxny,andz-directions:
DIMENS
NX NY Nz /

Example:
The grid is 30 cells in thedirection, 15 cells ity-direction and 5 cells in thedirection (vertical) —
will also be referred to aslayers

DIMENS
-- NX NY NZ
3015 5/

Phases

The phase definition specifies how many and whitdésps are present in the run. Each included phase
is specified by one keyword. The alternatives are,

OIL

WATER

GAS

VAPOIL (Vaporized oil in gas)
DISGAS (Dissolved gas in oil)

(No slashes)

Example
For a standard three-phase problem with no gaeldessin the oil we would specify,

OIL
WATER
GAS

Unit system

Specify the unit system the data are defined ird@h must be in the same unit system)
Choose one of

FIELD (Standard oil-field units)
METRIC (well known metric system)
LAB (similar to metric, but everything is scaled dawdab size)

(No slashes)
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Start date

Specify the date when the simulation starts, addled initial date or “day 0”.
Date format is identical to the format in the DAS$Recification (see section 8.2)

Example
The simulation starts at April 14., 1997:

START
14 APR 1997 /

Unified / Non-unified files (chapter 11)

Specify if unified files are to be used. Non-urdfis the default and will be assumed if specifmati
of unified is omitted.

Keywords:
UNIFIN Specifies unified input files are used (relevantrestarts)
UNIFOUT Request for unified output files (summary andax}

Data checking only

Eclipse can be requested to check the input dataxswithout running the simulation. This is done
by the keyword

NOSIM (no slash)

Input errors in the SCHEDULE section will not beavered before Eclipse encounters them.
(Eclipse does not read the entire file before threstarts, only as much as it needs). By routinely
doing a data check run after major changes, unésgéerminations of simulations due to data errors
can be avoided.

Table dimensions

Eclipse needs to know how many tables we are doinigfine, and how many entries the tables will
have when it sets up the run dimensioning, i.e.nthe RUNSPEC section is read.
Technical note: This is because Eclipse is writteRORTRAN, and does not use dynamic memory
allocation.

The appropriate keyword TBABDIMS which contains the following relevant items, (fithers, see
Eclipse documentation)

1. NTSFUN: Number of saturation table families (rel.-perm-iizas / regions)
2. NTPVT: Number of PVT families / regions

3. NSSFUN: Max number of lines in any rel-perm table

4. NPPVT: Max number of lines in any PVT table or Rock copijmmn table

5. NTFIP: Max number of FIP regions (defined by FIPNUM)

6. NRPVT: Max number of Rnodes in a live oil PVT table or,fdhodes in wet

gas PVT table
Example

To set all values to their default:

TABDIMS
-- NTSFUN NTPVT NSSFUN NPPVT NTFIP NRPVT
1 1 20 20 1 20 /

EQLDIMS

Used to set some parameters for equilibration. igadefaulted (omitted) in most cases.
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Well data dimensions

Eclipse must know how many wells to allocate menforyand how much memory is needed for
each well. This is specified in the WELLDIMS keywlowith entries,

MAXWELLS Maximum number of wells in the model

MAXCONNW Maximum number of connections (completions) inheaell

MAXGROUP Maximum number of groups in model

MAXWELLG Maximum number of wells in a single group
The default value for all the entries is zero,lge keyword must be specified if the model contains
any wells.

Example

WELLDIMS

-- MAXWELLS MAXCONNW MAXGROUP MAXWELLG
18 6 1 18 |/

NSTACK (chapters 17-18)

To redefine the size of the NSTACK, i.e. the numtifesearch directions to store for use by the linea
solver, include the keyword NSTACK. The defaultueabf NSTACK is 10.

Example

To increase NSTACK to 25,

NSTACK
25 |/

Aquifer specifications — AQUDIMS (chapter 14)

Specify maximum number of lines in the AQUNUM an@WBCON keywords. (l.e. not the number of
connections defined, but the number of lines ueatkfine the connections in the keyword)

Default values are zero, so this keyword must leeiipd if aquifers are used.

Example

AQUDIMS
-- Max#NumLines Max#ConnLines (rest not used for numerical aquifers)
5 7 /

Grid options (chapter 13)

The GRIDOPTS keyword is used to flag that negatidex transmissibility multipliers are used.
(And some other flags which are not used in theses)
To allow for MULTX- and related keywords, set

GRIDOPTS
YES /

The default is “NO”, so the keyword is not needeakigative index transmissibility multipliers aretn
used.

Rock compressibility options (chapter 6)

When rock compressibility is defined by the ROCKTAB ROCKTABH) keyword, the keyword
ROCKCOMP must be included in the RUNSPEC sectidre Heyword has two associated items,

1. Specify if rock compaction is reversible (elastic)rreversible (plastic), or if tables with

hysteresis are used. Choices are REVERS, IRREVERSHYSTER

2. Number of rock compaction tables (normally equatumber of ROCKNUM regions)
Example
To specify that ROCKTAB tables are irreversibled émat the model includes three different rocknum
regions,

ROCKCOMP
IRREVERS 3 /
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Local Grid Refinement (chapter 15)

If local grid refinements are included in the mqgdieéy must be specified in the RUNSPEC section,
with keyword LGR, containing the following items,

1. MAXLGR Maximum number of LGRs in the model

2. MAXCELLS Maximum number of cells in any LGR

3. MAXAMLGC Maximum amalgamated coarse cells (not coverdhdase notes)

4. MAXAMLGF Maximum number of LGR amalgamations

5. MAXLGRAM Maximum number of LGRs in any amalgamation

6. LSTACK Equivalent to NSTACK for Local Grid solving (defauEqual to NSTACK)
Example

The model contains 10 local grids, five of theseehlaeen amalgamated to one, and three others
comprise another amalgamation. The largest of (BR4.contains 160 cells

LGR
-- MAXLGR MAXCELLS MAXAMALGC MAXAMALGF MAXLGRAMLSTACK
10 160 1* 2 5 1*

3. Structured grids (Corner point grids) (GRID sect  ion)

The simple grids we defined in Chapter 1 can ngfeineral be used to approximate complex reservoir
geometries satisfactory, and this is regarded g lnd great importance in the oil industry. Thelgr
serves two purposes, which unfortunately oftercardlicting. Firstly the grid is a set of finite kone
cells which approximates the reservoir volume idirlg internal characteristics. Secondly the grid is
device for solving the reservoir flow equationsinumerical fashion. Even though a great deal of
research has been put into the challenge of catstgunumerical schemes which work satisfactorily
for “any” cell shapes, it is still true that thee$t” numeric results are obtained on a regulaeseam

grid, while the grids that are “good enough” appmmations to the reservoir shape seldom are very
regular. As noted above, constructing a grid thain optimal compromise between actual reservoir
shape, numeric accuracy and affordable computing is a science in itself, which cannot be covered
in this context.

The ideal grid is regular and cartesian. Cartesiaans that all cell faces meet at right angles,
while regular is used to specify that the lenddxs DY, andDZ are compatible. If the flow rate
components are equal in all three directions (redepred flow direction) then compatible would mean
DX = DY = DZ However, in a reservoir the vertical flow is tygily much smaller than horizontal
flow?, and in this case the ideal aspect ratio (ratitefdifferent cell lengths) is such that the tgpic
time a flow particle uses to traverse the celbisghly the same in all cell lengths. By this rule w
should expect that in most grid celX andDY are of comparable magnitude, dbd much smaller
(which is indeed the case in industrial grids). Mgnds are comprised of cells which appear regular
cartesian in th&XY-plane, as seen from above, but not in cross-sestice. in theXZ or YZplanes,
since the grid layers attempt to approximate thwoggcal layers (Figure 2). Be aware that if the
angles between the top or bottom and the vertidasleviate too much from 9€he quality of the
numerical results can be expected to get worskeaartgle deviation increases. Apart from this
warning we will not discuss this further.

The major reason thatY-cartesian gridswre not more or less exclusively used is the excs of

faults in the reservoir. Faults are surfaces afatisinuity in the reservoir with often very complex
geometry. Often the goal is a grid that honoursggég@metry of the faults as closely as possible, and
this is simply not in general doable with a regged.

Figure 3 shows ainregular structured gridwhere it has been attempted to let cell boundatiga to
the faults as closely as possible.

! The term horizontal is used loosely, to denote fidong geological layers, or in the bedding pldirection
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One alternative solution which is growing in popitig is to useunstructured gridsBy allowing for
cells with any number of faces, any geometry cambdelled, and at the same time keeping the total
number of cells at a manageable level. (Figure 4.)

The organisation of the cell structure and comjuutat challenges have to now not been completely
solved, which is the main reason the “traditiorgaitls are still dominating the scene. We will
henceforth concentrate on structured grids.

A structured grid is characterized by
1. All cells are six-sided with eight nodes, i.e. tigmpcally equivalent to a cube.
2. The cells are logically organized in a regular sebgsuch that each cell’s position in the grid
is uniquely determined by it@, J, K}index.

The Corner Point Grid

A structured grid is uniquely determined when ahécorners of all cells have been defined. In
Eclipse, the corners cannot be completely arbittauny are constrained in the following manner:

Coordinate Lines
A coordinate line is a straight non-horizontal lohefined by two coordinates

(X, Y, Zyopand(x, y, Zrw.
In the simplest and most common case the coordiim&te are vertical. For the regular cartesian grid
the coordinate lines would be the vertical linesalthn theXY-plane can be seen as the nodes, or the
“meeting point” between four and four cells. Thensaprinciple is valid in general, although more
complex. The coordinate lines form a skeletonruddi each line identified by its ind@xJ). Except
for edge cells, any coordinate line is associateld four columns of cells. Refer to Figure 5, and
confirm that coordinate lin@, J) is associated with the four cell colum(itd, J-1, K) (I, J-1, K), (I-1,
J, K), and(l, J, K). (K takes all values 1,NZ2). Recall that each cell was defined by its eigither
nodes. In each of the associated cells, exactlyctmoers (one on the top face and one on the bottom
face) are on the coord line. Denote the four aasedicell column€,, C,, C;, andC,, and let the
corners lying on the coordinate line Mg, andNyg in cell columnC;, N, andN,g in C; etc. (Ref.
Figure 6) The constraint defined by Eclipse is ttiet cell cornerdl;a Nig,..., Nia Ngg lie on the
coordinate line for all layers. A way of looking at this is to envisage the cooadke line as a straw,
and the corner nodes as beads on this straw. Eus lsan move up and down on the straw, but are
restricted to stay on the straw, which by defimit@annot be bended — coordinate lines must be
straight lines.

Coord line (5,1

Coord line(1,1)
Top

Btm —

Figure 5. Cell indices and coordinate indices in atructured grid
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A structured grid obeying the coordinate line liesbn was originally called aorner point gridby
the Eclipse development team. The Eclipse grid &risinow ade factoindustry standard, and corner
point grids are used in a much wider context.

Examples

Ex. 1. Regular grid

The regular cartesian grid is obviously a cornéntpgrid, and the coordinate lines are verticakhta
grid node (edge nodes excepted) is the meeting faviright cells, and each of these cells has one
corner equal to the meeting point. Since we reduinat all eight corners were defined for every, cel
this means that in regular points like this, euvesge coordinate will be defined (and stored) eight
times. (Waste of memory and hard disk space...)

N

Figure 6. Three of the four cells sharing a coordte, and some corner points

Ex. 2. Fault

Modelling of fault throws is the main reason fotraducing the corner point concept. Figure 7 shows
a cross-section view in th€Z plane of a fault, with upthrown side (footwall)ttee left and

downthrown side (hanging wall) to the right. Oneyv@ look at this is that the grid has been
constructed in the same fashion as the fault itS¢#rting with a continuous grid, the cells on the
hanging wall side has been allowed to slide dowdsaiong the fault plane, which is a coordinate
line. Note how the corners on the downthrown sigie toved along the coordinate line, such that the
depths of associated nodes are no longer eqiskedsy to convince oneself that such a modelling o
faults could not be possible without the general imavhich all eight cell corners are handled
individually.

Coorc

line
Layer Layer

Figure 7. Cross-section view of a fault in a cornepoint grid
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Notes:

« Since the coordinate lines must be straight liligsic faults (curved) cannot be modeffed

» Obviously, the coordinate lines must form a gridleton which is physically realisable. This
means that Y-faults and other complex shapes gredsible to model, since it would lead to
crossing coordinate lines.

* As modelled, faults are discontinuity surfaces.ality all faults have volume, a fault core and a
surrounding damage zone. Such features can be eddelit in this context we stick to the
Eclipse concept.

Ex. 3. Shaly Layer

A non-permeable layer is a non-flow unit, and inhacin the grid. As such, the layer does not need t
be modelled at all. Eclipse allows for gaps indhid, i.e. the top of one cell does not need tocidie
with the bottom of the cell aboteAlthough such explicit modelling of gaps is rathare in practice,

it is an example that the grid doesn’t have tod&iouous vertically, and hence the generalitylof a
eight corners being handled individually is actpadiquired (Figure 8).

Figure 8. A shaly layer modelled as a gap (non-grjdn a corner point grid

Degenerate cells

As defined, each cell in a corner-point grid isiged by its eight corners. If all corners are diff&,

and the cell has a “normal” appearance (topoloyiegjuivalent to a cube), the cell is a standard
corner-point cell. It is however permitted and usé&b allow some corners to be coinciding, in which
case we say that the cell is degenerate. A dedgermath has fewer actual corners than the eight
corners it is defined by. Typically, a degenerati will have one or more edge thicknesses equal to
zero, e.g. a wedge-shaped cell used to definechqut zone. The most common example is probably
zero-thickness cells. When a geological layer teatas, this must be modelled in a grid by defining
part of the layer with cells with thickness zerioce the number of layers must be the same in the
entire grid.

Defining a corner point grid in Eclipse

Eclipse always stores the grid in corner point fatrhe., on input we must either define the cell
corners explicitly, or we must give sufficient gddta that eclipse can construct the corner points
itself. In practice we will either define a reguample grid as in the example in Chapter 1, orgitie
will be constructed by suited software, such thatdorner point data is supplied in a black ba fil
Hence, a user will never input corner points magudlis, nevertheless, useful to know the forroft
the corner point input to Eclipse, which is defingdthe two keyword€SOORRNAZCORN

COORD is used to define the coordinate lines. Eadndinate line is uniquely defined by two points,
and since the line cannot be horizontal, the twiatp@re denotetbp andbtm (bottom). If the number
of cells inx andy-direction areNX andNY, the number of coordinate lines will biX+1 andNY+1

2 Actually, when Eclipse reads the grid, it doesieck that the coordinate lines are really straigbtif the grid
could be constructed by non-eclipse software thamfis listric faults, and if the resulting grid svadible by
Eclipse, then Eclipse could be tricked to handliéeggeneral grids. This is far beyond the scopthe$e notes.
% Eclipse doesn't even object to overlaps, althahigis obviously physically impossible.
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The coordinate lines are then input in the booledfagmat, line by line, with running from 1 to
NX+1 on each line:

COORD
X(1,1)7ee Y(1, 1) 1e 2(1, 1) 1or X(1, 1) erm Y(1, 1) g 2(1, 1) grm
X(2,1)1p Y(2, L) 1p 2(2, 1) 10p X(2, 1) Brm Y(2, 1) grm 2(2, 1) Brwm
X(3,1)1ee Y(3, 1) 1p 2(3,1) 1o X(3,1)em Y31, 1) grm 2(3, 1) Brwm

X(NX+1, NY+1) 1op Y(NX+1, NY+1) 1p z( NX+1, NY+1) 1p
X(NX+1, NY+1) grm Y (NX+1, NY+1) gry z( NX+1, NY+1) g

Note that no cell corners have been defined byDJ®ORD keyword, so far only a family of lines
where corners are allowed is all we have. Cornptideare defined by the keyword ZCORN. The
intersection between a (non-horizontal) coorditiagzand a depth value is unique, such that from
coordinate lines and corner depths, all coordinedéesbe calculated. It would perhaps seem natoiral t
define corners cell by cell, but Eclipse stickscsiyy to the book page format, so (witlpointing east,

y south) first the top northern edge of all cells srad from west to east, then the southern eldge, t
advancing to next row of cells. When the top adiyel has been read, the bottom is read in a similar
fashion, and then we are ready for the next |gecall that corners associated with the same
coordinate line may have different depths, buteapaal in continuous areas, such that all cornest mu
be defined — nothing is “implicitly assumed”. Whexplaining the syntax we will use indicl$V, NE,
SW, SHo denote the corners (assuming a standard atieemiaf the grid), and’, Bfor Top, Bottom.

ZCORN

zZ(L 1L, D)rmwz(, L, ) e 2(2,1, ) v z(2,1, )1 - .- Z(NX 1, 1) 1 e

z(1L, 1L, D)rswz(1,5,) s 2(2,1, 1) r,swz(2,1, 1)1, ... zZ(NX, 1,1) 7 s
z(4,2, )+ wz(1,2, )1 2(2,2, 1)1 mw 2(2,2, )1 e - -+ Z(NX 2,1) 7 pe
2(1,2,)1swz(1,2,1) 75 2(2,2, ) rswz(2,1, ) rse - - Z(NX 2,1) 1 s

Z(1,NY, 1) 7 swz(1, NY, 1) 7 se 2Z(2,NY, 1) 75w Z(2,NY, 1) 7se ... Z(NX, NY, 1)1 s
z(1,1, D) mwz(1,1, e 2(2,1, )gmww 2(2, L, D) g e --- zZ(NX 1,1) 5 ne
Z(1,NY,1)gswz(1,NY,)pgse z(2,NY, 1) gswz(2,NY,1)gse ... Z(NX,NY, 1)p
2(1,1,2) 1w 2(1L, 5, 2)re 2(2,5,2) 7w 2(2,1,2) 1 -+ Z(NX 1, 2) 10
Z(1,NY,NZ) 15w Z(1, NY, NZ) 1, se Z(2, NY, NZ) 1 5w Z(2, NY, NZ) 1,5 ... Z(NX NY, NZ) 1 e

Moderately complex grids — FILL

As noted, most or all complex grids for real fislchulations are constructed with dedicated softvikes
FloGrid or IRAP RMS. Simple cartesian grids canilgdse defined in the GRID section of the data.fiften
we are however faced with the challenge of contrg@ grid which is not as complex as the reakbagds,
but still too complex to be defined with the avhitakeywords in the GRID section. For such cases
Schlumberger offers a program called FILL, whickibally is a program that constructs a completd gri
including petrophysics by interpolation of sparagad If combined with a spreadsheet like EXCEL tayui
interesting grids can be constructed with FILL. Elk considered obsolete, and probably no longppstted
by Schlumberger, but old versions are always abvkildRef. Eclipse documentation for further infotioa.
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4. Petrophysics (GRID section)

Petrophysics input to Eclipse is porosity, net#osg ratios, and three diagonal components of the
permeability tensor. The general syntax is defingtie basic data input example, one value for each
cell. (An easier and more flexible format will befished in chapter 10).

The values should be “representative average Valoethe cell volume. For porosity and net-to-
gross ratios the simple arithmetic average is 8% We can use, but for permeability the best mwiut

is not that obvious.

Average permeability

The question is, if permeability varies witlin the intervalxy, ), K = K(x), is it possible to define a
constant representative permeabilky= K*, such that flow betweer andx; is the same if we
replace the actual variatidf(x) with the constanK*?

To gain insight in this problem we simplify it: Ag®e one-dimensional incompressible stationary
one-phase flow. The governing equations are,

Darcy’s law: u=- _Kop D)
M OX
. op
Conservation law: 2 2
ax( P axj o lep=0 (2)

(The last term vanishes since stationary flow reenkassumed)
Notation is standardy is Darcy velocityK permeability p fluid pressurey viscosity (assumed
constant) o the constant density, amgeporosity.

Omitting constants in Eg. (2) we have%([K(x) %} =0, 3)

an equation that is easily solved:

d_p = = —_ %:—A i = —_ Xlﬂ
(K(x)dxj C= = TR :ondp L (4)

(C; determined from Eq. (1)).
The fluid flows fromxg to x; such that the end point pressurespre p(Xy), pr = p(X.).

Then from Eq. (4):

T dx
- - sl 5
Pi =P =AU ) )
Replacingk(x) by the constant permeabili§* in Eq. (5) gives:
3 dx - X
P~ Py = Bk ®)

K *
If K* can be used in place of the actual variak¢x) the end point pressurpsandp; must be the
same in equations (5) and (6). Hence,
X X
dx X — X, X — X dx
- - = = = 7
P o = T 7 P )

LettingXo andx1 be the cell edges, we see that the pressure drogsathe cell is unaltered if we
replaceK(x) with K*,

K* is called thénarmonic averagef K(x), denoted byxK> :
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X1 = Xo :J» dx 8)

<K>y KK

In practice, we often regard the permeability @ @ivise constant. Let the interval [a, b] be
subdivided intaN subintervals, such thit = K; for x in subinterval, with lengthL;. Then the integral
(8) computes to:

b-a :i+i+...+L_N:ii (9)
<K>y Ky K Kn 32K

We have shown that when the flow is in the samection as the permeability variation, the
appropriate average permeability to use is the baitraverage. It would however be wrong to
conclude that the harmonic average is always thetbaise. This can be illustrated with some
examples.

Example 1. Non-permeable slab.

Assume a unit cube of porous material, with isatr@gmd constant permeability K = 1000mD, except
for a thin slab of non-porous soil (K = 0) in thelwme 0.5< x < 0.51, ally andz

Then flow in thex-direction will be completely stopped by the slabch that the effective
permeability across the cube in thdirection is zero, which is also what we would ifj@te compute
the harmonic average.

In they andz-directions, the flow would, however, hardly beeatied by the slab. Since the flow is
along the slab, not across it, the slab will omlgresent a minor reduction of permeability. In tase
thearithmetic averages the most appropriate:

<K >A=%Z L;K; =05*1000+ 001*0+049*1000= 990mD
i

Example 2. A fracture

A rectangular grid block is 2100m x 100m x 5m. A tuide fracture runs along the entire cell in Yhe
direction atx = 50m. The fracture also covers the whole cetlkihéss. Inside the fracture the
permeability is very high, 10000mD, while the neactured porous media (“matrix”) has a low
permeability of 2mD. Then for flow across the aalmal to the fracture (in thedirection) we use
the harmonic average (Equation (9)):

100m _99m . Im  _ 0500™ ek >, = 202mD
<K>, 2mD 10000nD mD

For flow parallel to the fracture we use the arigtimaverage:

* *
<K >,= 99m 2mD1+0];nn 10000nD ~102mD

So for this particular example we should definedghid cell permeability as anisotropic, wikh =
2mD, andK, = 102mD. |.e. the flow across the fracture is anbignificantly influenced by the
fracture, while the flow in the fracture directignstrongly influenced.

Since real reservoirs have been deposited in a lgykyer fashion (roughly) and been
compressed vertically, the typical reservoir hgsificant permeability variation vertically, butske
along the layers. Also the vertical permeabilityl wormally be lower than the horizontal, both Ithga
due to the compression direction, and more notiesatba larger scale, since low permeable layers
(shale, clay, ...) will almost always be preserg.a&rule of thumb, grid cell permeabilities can be
obtained from log data (measurements along a el oy using the harmonic average in the vertical
direction, and arithmetic averages in the horizioditactions (along the bedding planes).
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If the permeability variation within a grid cell ao preferred direction, it has been shown that th
best average value to use is the geometric avevdige the same notation as above, assuming all
interval lengths are equal,

N 1/N
<K>G:(|_| Ki] (10)

1=1

Transmissibility

Permeability is a measure for conductance, andvesse is a measure for resistance. If we draw the
comparison to electrical resistance or conductaheevident that we never speak of “resistamca i
point”. Resistance or conductance is a propertiydhly has meaning if referred to as “between two
points”, i.e. conductance and resistance is a floperty. In the same manner, it is meaningless to
speak of “permeability in a point”. If we regateetgrid cell as a volume, we could interpret
permeability as the flow property across the ¢détiwever, viewing the cell as a volume is solely a
convenient visualisation means. By the mannerithalator solves the flow equations the grid ista se
of points, and all property values are to be urtdetsashe values in the pointé&\nd obviously

nothing can vary “in a point”. (By this way of looky at the grid we are less tempted to think thist i
possible to model variations within a grid cellwmale. If the point of interest is really a poinisit
evident that no variation can be possible.) Thédnotine is that the permeabilities of interestiddo
really be measures for conductivity between diffiéigrid points.

Finite differences
In numerical methods, differentials are replaceditije difference approximations. Since

— = lim E , we expectE to be a good approximation t%f— when4x is small.
dx ax-0Ax AX dx

E.g. to solve the differential equatiof(x) +3—f =0 on the intervaD <x <1, we subdivide the interval
X

into N subintervals of equal length= 1/N.
Letx = ih, andf; = f(x;). Then an approximation to the differential equat the poink = x; is,

f; +¥ =0. We approximatedf(x) with the “forward difference” Af(x;) = f(X;,1)— (%), such

that the difference equation becomes,

fiaa = fi

f + L=0= f,, =@-hf, fori=1,2,...N.

From this last equation we can compute allfthe

In this context we are especially interested intthasport term for phas€= o,w,g; oil water or gas)
in the flow equations,

D[EKDJ(” Dp,],
4 B

wherek, is relative permeability, and andB, are viscosity and volume factor for phase

Introducingmobility A :% (where the phase subscript has been omittedrfgalisity), and

restricting ourselves to one-dimensional flow, tieisn becomes,

%((KA g) (11)

We seek a finite difference approximation to threntél1).
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From numerical analysis it is known that the cdrdifferenceAf; = f;,; - f;_; “works better” than

forward or backward differencéaVhen we firstly discretise the inner differenti@r reasons that
will become clear eventually, we will not use th@rs x.; andx;;, but intermediate points./,
midway betweenx; andx..;, andx., midway betweemn; andx;.

F = F(x)

® [ ]
X1 X Xis1
X112 Xis 12

Figure 9. Discretisation notation

dp

Using a temporary shorthand notatisr= K/ I’ the central finite difference approximation is,
X
F. .. -F
E(K/]%j :i]:i ~_i#/2 -1z 12)
dx dx/; dx Xio1/p = X1/

Now F in the “half-points” can be evaluated by atcal difference in exactly the same manner:

dp dp Pis1 — Pi
F. =(KA), — and| == ~ i+l Fi
i+1/2 ( )|+1/2( dxjiﬂ/z (dX]Hl/Z Xi+1 — Xi

Similarly, (%] :m, so that we finally get,
dX)iyp X T X

d dp) _ 1 Pis1 =P |_ P — Pi-
o) -E{(m)m,z[—xi;_xi ] (m)i_m[—xi ]} 13)

Using Equation (9) we see that the permeabilittha“half points” should be evaluated as,

X =X _
Ki+1/2 K, Ki+1

X2 =X + X ™ Xit12

Equation (13) includes permeability and mobilityakaated at the “half points”. For practical purpose
we can interpret the “half points” as lying on aadiges, although this is only true if the grid sform.
Hence, the permeability values needed by the stonfat “half-points”) must be computed from two
and two cell values, and is interpreted as conditictbetween the two cell centres. Pressure ighen
other hand, computed at the cell centres, allithéezcordance with the introductory discussion.
Actually, the permeability cell values in the inplstta file are never used by the simulator at
all. During the initialisation phase, these valass converted to the “half-point” inter-cell valuyesd
in computer memory these are stored by overwritiegoriginal permeability values, which hence are
inaccessible during the simulation.

The representative permeability between two ceitres is called thelansmissibilitybetween the
cells. In practice, all simulators include somergetic factors and in some cases also fluid progeert
in the definition of transmissibilities, but in thtontext we shall refer to the transmissibilitysasply
the harmonic averaged permeability between twooseltre3
Be aware that this isotin accordance with Eclipse’s way of defining tramssibility (consult
manual / technical appendices), and if the usetsmandefine Eclipse transmissibilities
explicitly Eclipse documentation should be conglilte

* The central difference is a second order appratimai.e. the error is of ordér, while the forwards and
backwards approximations are of first order, wittoeof orderh.
® Since the detail definition of transmissibilityfférs from simulator to simulator, it is unfortuest not possible
to transfer transmissibilities determined by eigtdry matching from one simulator to another.
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The mobility term — upstream weighting
The other “troublesome” termi;;;, = A(Pj.+1/2, Si+1/2) Must be handled differently. The details are

beyond the scope of these notes, but averagingstw pressure and saturations from two neighbour

cells is not a good solution. By arguing physicafigit mobility is a property that moves with thevil

A is computed based on the values in the cell twe i& coming from to reach the cell edge. Hence for

a one-dimensional case,

U I T
M2 N if U

This is called upstream weighting.

(And yes, this can and does pose problems frequgntl

Averaging — smoothing

When we compute the cell average permeabilityatiteal permeability field is smoothened by the
averaging, and the effect of local extreme valuag be lost. When the simulator converts the input
permeability to inter-cell transmissibilities, tbata is smoothened yet another time. The permsabili
field that is used by the simulator is therefongidglly considerably smoother than the originabdat
In some cases this effect can change the flownpastech that we don’t get the results that were
expected by logical physical reasoning. In suclkes#ss recommended to compute improved
transmissibilities manually, and replace simulatomputed values by these in critical areas.

Inactive cells

An inactive cell is a cell that does not contribtddluid volumes or flow in the reservoir. By dafg
the simulator will flag any cell with vanishing govolume as inactive. In addition, the user may
define active cells explicitly, by the keyword ACUM, where all cells are listed, the active ones as
“1", inactive as “0”. Note that a cell with zerongovolume will be inactive irrespective of the \aiiti
receives in ACTNUM.

Another source for inactive cells is thnimum pore volumeption. Cells with very small
pore volume will contribute insignificantly to floar production, but exactly because they have a por
volume which is very different from typical valugsey can have a negative effect on the numerical
solution, and total computing time can become (oceptable) large. For this reason it is possible and
advisable to define a minimum pore volume valuéhdhat cells with smaller pore volume than this
value will be flagged as inactive. For Eclipse, keywords MINPV or MINPVV.

An inactive cell between two active cells will bé@w barrier. But if a cell becomes inactive
by the minimum pore volume option, it would obvityuse wrong to treat it as a barrier, which would
not be in accordance with the original layout. pdi therefore has a keyword PINCH which when
used causes correct transmissibilities to be coaapatross cells made inactive by small pore volume.

Note that in this case the transmissibilities arebetween neighbour cells, which they don’t neetd.

General transmissibilities can be between any .cells

5. Fluid properties (PROPS section)

Tables in Eclipse

All functional dependencies are defined by tahteBalipse. Values between tabulated points are
found by linear interpolation when needed. If valegtend beyond the range in the table, the first o
last point in the table is used, ira trend extrapolationNote that in many cases Eclipse actually
needs differentials calculated from the tablescherot only should table data be sufficiently srhpot
but also the derivatives. With this background w&e put up some simple rules of thumb,

» Ensure that the table range covers all valuescdrabccur in the simulation. If in doubt,
extrapolate table roughly by hand (it's going tode¢ter than Eclipse’s constant extension).

» Use enough points that transitions between takilgpare “sufficiently smooth”. Avoid abrupt
changes, e.g. don’t use a step function, but defimee extra points which round off the corners a
little. Since Eclipse interpolates linearly, chellt the point spacing is dense enough that this is
good enough. On the other hand don't use too mamts as this may slow down the table look-
up.
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» Hysteresis will not be covered here, but if uséd lecommended to define the two curves at a
parting point such that the parting is smoaethh smooth derivatives
In most cases the functional dependency that iddatdd has some physical constraints. Eclipse knows
all about such constraints, and will check takdes] refuse to simulate an unphysical situation.
(Typical monotonicity, consistency,...). Some vimas will result in warnings, other in errors.

Relative permeability and Capillary Pressure

Two-phase curves (water — oil)

The standard way of defining relative permeabflittyan oil-water system is as a function of water
saturationk, = ky(S,), | = o,w. The interesting range is the mobile fluid range,

0<S,:.sS, =1 -5 <1, whereS,.is critical water saturation ar§; residual oil saturation.

The endpoint relative permeabilities are,

k;o = kro (ch)’ k;w = krw (1_ Sor)

The easiest way to input the curves to Eclipse ithe keyword SWOF. Each entry (line in the table)
consists of four items,

Sy Kew(Sw) ko(Su) Pewd Sw)

Requirements:

Column 1 is in increasing order.
Column 2 is non-decreasing
Column 3 is non-increasing
Column 4 is non-increasing

In the first column, the first entry is taken ascate water, ankl,, must be zero on this line,
while K, = K.

Sy =1 - S at the first zero-value in the third column, white last entry in the first column is
taken as maximum occurring water saturatti;ax

NOTE: S, maxiS Used to initialise saturations in the waterezonthe reservoir. Only in exceptional
cases should this value be different from 1.0.

Some entries in columns 2, 3, and 4 can be deth(lite1*). Missing table values will then be
computed by linear interpolation.

Relative permeabilities

' \ kro’=1.0

0,8

—e&— krw

—&— kro
) \ /
0,4

krw'=0.19
0,2

Swc=0.2 1-Sor=0.84
0 * ‘ ' —~N . - |
0 0,2 0,4 0,6 0,8 1

Figure 10. Typical two-phase relative permeabilitycurves
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Example 1
The relative permeability curves shown in Figurec&fl be input to Eclipse as,

SWOF

--Sw krw kro Pcwo
0.2 0.0 1.0 10.0
0.3 0.0046 0.712 2.7
0.45 0.029 0.371 0.78
0.6 0.074 0.141 0.3
0.7 0.116 0.0479 0.14
0.8 0.167 0.004 0.033
0.84 0.19 0.0 0.0
0.9 025 0.0 0.0
1.0 1.0 0.0 0.0 /

From the first line we deduce tHgj. = 0.2, andk’,, = 1.0.
The first entry wheré&, is 0 is atS, = 0.84. Hencd — S, = 0.84 &, = 0.16), an&k’,, = 0.19. The last
table entry IS, = S, max= 1.0, so the water saturation in the water zoieoer 1.0.

Note that we have defined a point betwéenS; and 1.0, such that the water relative
permeability is smooth near- S,.
Theoretically,P,,, — © asS, approache8§,.. This obviously can’t be input in the table, souse a

large value of the capillary pressure at the eridtpsuch that the curve is relatively smooth.

An alternative way of defining two-phase waterreiative permeability curves is by the keywords
SWFN and SOF2. The difference from SWOF is thay onle curve is defined in each keyword,
water relative permeability by SWFN and oil relatipermeability by SOF2. Also the curves are
defined with its own saturation as independental@deé k., = k..(S,) andk,, = k,o(S). (Both tables
defined with the first column in increasing ordépart from that all rules and constraints defihed
SWOF are the same. (SWFN and SOF2 are not muchamyedbre.)

Example 2
The relative permeabilities defined in Example M SWFN and SOF2 keywords,

SWFN

--Sw krw  Pcwo
0.2 0.0 10.0
0.3 0.0046 2.7
0.45 0.029 0.78
0.6 0.074 0.3
0.7 0.116 0.14
0.8 0.167 0.033
0.84 0.19 0.0
0.9 0.25 0.0
1.0 1.0 0.0 /

SOF2

--So kro
0.0 0.0
0.16 0.0
0.2 0.004
0.3 0.0479
0.4 0.141
0.55 0.371
0.7 0.712
0.8 1.0 /

Since we now have two tables, they must be conlpatiie endpoint water saturations in SWFN (0.2
and 0.84) must correspond to the endpoint oil atitrs in SOF2 (0.16 and 0.8).
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Three-phase relative permeabilities

If we assume that any of the three phases caniftegpective of the saturation of the two other
phases, we will need a very complex descriptioat, isinot even agreed on in the industry. We
therefore restrict ourselves to a simple model,rafel to other literature if a more realistic mbide
needed. The basic assumption is that the flow ésgence two-phase, with the third phase actilag as
“dummy background”, but not contributing activetythe flow. Then the relative permeability curves
for oil are either oil-water (no gas) or oil-gasafer at connate saturation). The input can be eefin
several ways in Eclipse. We present only one, afet to the manuals for alternatives.

Three phase relative permeabilities are input bykiéhywords SWOF and SGOF.

SWOF is identical to the two-phase case, exceptcthlamn 3 k..., iS now interpreted as oil relative
permeability when only oil and water are present,

Sw kew(Sw) kow(Sw; S=0) PewdSn)

The data for keyword SGOF also consist of linesfiour entries:
S ko(S) kog(Sy; Swv=Se) Peod(S)

We see that the first entry in column 3 is oil tetapermeability at minimum water and gas satorati
in both tables, so those two have to be equalldstesalue in column 3 must be zero for both
keywords P(S;) must be nondecreasing.

Example 3. Three phase relative permeabilities us;nSWOF and SGOF

SWOF

--Sw Krw Krow Pcow
0.22 00 1.0 7.0
0.30 0.07 0.4 4.0
0.40 0.15 0.125 3.0
0.50 1* 0.065 1*
0.60 0.33 0.0048 2.0
0.80 0.65 0.0 1.0
0.90 0.83 0.0 1*
1.00 1.00 0.0 0.0 /

SGOF

--Sg Krg Krog Pcog
0.00 0.0 1.00 0.0
0.04 0.0 0.60 0.2
0.10 0.022 0.33 0.5
0.20 0.1 0.10 1.0
0.30 0.24 0.02 1*
0.40 1* 0.00 1*
0.50 0.42 0.00 1*
0.60 0.5 0.00 3.0
0.70 0.813 0.00 3.5
0.78 1.0 0.00 3.9/

PVT data

Eclipse, as most black oil simulators, assumesésotal behaviour in the reservoir, i.e. the PVT
relations are defined for constant reservoir teapee. This may be far from reality, as e.g. when
injecting cold water into a warm reservoir, bustld a limitation we have to live with.

Although the simulator must relate to the fluiddlasy occur in the reservoir, we as observers can
only measure fluid properties at the surface. th&efore convenient, and standard in all reservoi
simulators to define fluid properties at standardditions (also called surface conditions, or stock
tank conditions), i.e. at atmospheric pressuretamgberature 15.5C. We will use subscrigRCfor
Reservoir Conditionand subscripCfor Standard Conditions
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Densitiesare then supplied to Eclipse as standard conditiures (as in the DENSITY keyword in

the “BASIC data input example”), and transformihgde values to reservoir conditions is done by the
formation volume factors, which is the ratio ofratwwolume of fluid at reservoir conditions to the
volume the same amount of fluid occupies at stahdanditions,

_Vire

B, = v wherel denotes gas, oil or water.
,SC

The unit forB, is Rn¥/Snt, reservoir cube metres on standard cube metres.

The dissolved gas-oil-rati®;, is defined as the gas volume, measured at sthedaditions, that can
be dissolved in one standard conditions unit volafnail, if both fluids are taken to reservoir
conditions.

Then, since a volume of oil at reservoir conditionatains both pure (liquid) oil and dissolved gas,
the formation volume factors can be expressed dyltid densities as,

B, = Pwsc
Pwre
B, = Pgsc
PgRc
B = Pasc TR gsc
? PaRC

Oil will behave very differently depending on whethihe oil pressure is above or below the bubble
point. If the oil is at a higher pressure thanlibhbble point pressure, no gas will evaporate frioen t

oil, and the oil behaves as a “pure” fluid, similawater. Qil in this regime is calletkad oilor
undersaturated ojlwhile oil below the bubble point is calléde, or saturated oil

For gas, water or dead oil, increasing the fluigspure results in compressing the fluid — it become
heavier. Hence the volume formation factor willdezreasing with increasing pressure for such fluids
Also fluid viscosity must be expected to be nonrdasing as the fluid becomes heavier. When oil
pressure is reduced below the bubble point, thaiebr is less predictable, as the oil will become
heavier due to gas release, but lighter due toresipa.

Water

In the black oil model, water is pure water, andsinot mix with oil or contain dissolved gas.
Further, since water compressibility is low, a acanscompressibility coefficient is assumed.

The coefficient of compressibility is defined as,
d
c, = -— 9B (14)
B,, dp
WhenC,, is constant, equation (14) can be solved easily:
__dB, _ ~ 1o Bw
C,dp=- 5 -dlogB,=C,Ap = IogB—:>

w w

B, = B exp[-C,(p- p°)]

From this expression, the volume formation factmm be calculated at any pressure from its valae at
reference pressugd.

Water viscosity can safely be assumed constantéjdétclipse only needs water PVT data at a
reference pressufes.
Eclipse syntax:

PVTW
I::’ref [bars] B\N(Pref) [ng/ Snf’] CW [barsl] ,uW(Pref) [C P] Cv
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The termC, is called “viscosibility”, and is defined as
_ 1 dy,

Hy dp
It can safely be defaulted in almost all runs.

v

Example:

PVTW

-- Pref Bw(Pref) Cw mu_w(Pref) C_nu
245.0 1.0035 2.0e-5 0.525 1*

Dead Ol

If the oil pressure stays above the bubble poiessure everywhere in the reservoir at all times, a
simplified version of oil PVT data can be definkdthe permitted pressure regime, no gas is liedrat
from the oil in the reservoir, and hence the oldnes as a pure liquid. Eclipse uses a special delyw
for this situation, PVDO (PVT for Dead Oil). Thebta consists of three columns, with syntax for each
line,

P, [bars] Bo(Po) [Rm/SnT] Ho(Po) [CP]

P, must be increasing down the column
B, must be decreasing down the column
M, must be non-decreasing down the column

Example
(See also Figure 11)

PVDO
--Po Bo mu_o
27.21.012 1.160
81.6 1.004 1.164
136.0 0.996 1.167
190.50.988 1.172
245.0 0.9802 1.177
300.0 0.9724 1.181
353.0 0.9646 1.185 /

PVDO

1,25

1,2
1,15

—e—Bo

1,1 —&—mu_o

1,05
! \\
0,95 T T T T T T T
0 50 100 150 200 250 300 350 400

Po (bars)

Figure 11. Volume factor and viscosity, dead oil (bm example PVDO table)

For dead oil no gas vaporises from the oil in tgervoir. When the oil flows in a producing well to
the surface, the oil pressure will normally belfatow bubble point when the oil arrives at the
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platform. The released gas volume pr. unit oil waduwill however be constant, since all oil departed
the reservoir as dead oil. The amount of releaasdrpich must be accounted for on the surface can
therefore be specified as a constant, which mustpplied to Eclipse in dead oil runs,

RSCONST
R, [SnT/SnT] Pgp [bars]

Note that if the pressure in any grid block fakddw the bubble point pressupge, the run will
terminate.

Example
RSCONST
-- Rs P_BP
180 230 /

Dry Gas

Gas which does not contain vaporised oil is dendtgdjas and is the only kind of gas we will look
at in these notes.

PVT data for dry gas are equivalent to PVT datadfad oil, and the table syntax in Eclipse is equal
Each line,
Py [bars] By(Pg) [Rm/Snr] Ho(Pg) [CP]

Py must be increasing down the column
By must be decreasing down the column
MUy must be non-decreasing down the column

PVDG

0,035

\ —e—Bg
0.03 —&—mu g| |

0,025 \

0,02

0,015 +

0,01
0,005 - V\\‘\‘\N\‘\¥
50 100 150 200 250 300 350 400
Pg (bars)

o

Figure 12. Volume factor and viscosity for dry gagfrom example PVDG table)

Example
(see also Figure 12)
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PVDG
--Pg Bg mu_g
27.2 0.03313 0.0130
54.4 0.016564 0.0135
81.6 0.010051 0.0140
108.8 0.007500 0.0145
136.0 0.006255 0.0150
163.2 0.005503 0.0155
190.4 0.004716 0.0160
217.6 0.004155 0.0165
245.0 0.00365 0.0170
272.0 0.00328 0.0175
299.2 0.00303 0.0180
326.4 0.00275 0.0185
353.6 0.00253 0.0190
380.8 0.00236 0.0195 /

Live Oil

An undersaturated oil has a well defined bubbletgmiessurésr. If the oil pressure is reducedRgs
the oil starts to boil, and gas evaporates fronothdut once this process starts, the oil itsbldnges
— when some gas has been liberated from the eikaimaining liquid oil contains less dissolved gas
than before the evaporation, such that the oieesvter, and with a new, lower bubble point than
originally. Hence, PVT relationships for live oilust describe both how the oil itself changes, and f
“each type of oil” how properties vary with primigroil pressure. As long as the “oil type” is caast
the property variation is similar to that of deald @escribed by the PVDO keyword. Whereas the
bubble point is constant for dead oil, for live ibils directly related to the “oil type”, which gde
characterized by the gas resolution faRoHence we must specify the relationship betwRemnd
Pgsp, as well as variation of oil properties — typigathe liquid oil grows heavier and more viscous as
the amount of dissolved gas is reduced. The tabriaise eithelPgr or Rs as primary variable, in
EclipseRs has been chosen.

The table contains two types of data,

1. Data for saturated oil, tabulated as a functioRoEach line contains PVT data relating to the
suppliedR; —value.

2. Data for undersaturated oil, valid for a certaitueaof R, and tabulated as a function of oil
pressure. This dataustbe defined for the largeB —value in the table, and can also be
defined for otheR; —values.

One record in the table is comprised of four iténasta is of the first kind, and an additional sub
table if it is of the second kind. Each recorckisrinated by a slash.

Data of the first kind are given as,
R [SnT/SnT]  Pge(Ry) [bars] Bo(Psp) [RMYSNT]  14(Per) [CP]
TheRs —values should be increasing within the table.

When data of the second kind are supplied, therddastes the form,

R [SNP/Sn?] Pge(Ry) [bars] Bo(Psp) [RMYSNT]  14(Psp) [cP]
Po[bars]  Bo(Rs, Po) [RMSNT] 1Ry, Po) [cP]

Po[bars]  By(R, Po) [RMYSNT] 1R, Po) [cP]
|.e. the first four items are defined as above, thed additional data are defined, tabulated as a
function of P, (which must be defined in increasing order, startvith Pgp), all valid for the current
value ofR..
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Example
(See also Figure 13; viscosity is hot shown aslidves as in the dead oil regime)

PVTO
-- Rs P_bp(Rs) Bo(P_bp) mu_o(P_bp)
49.0 27.2 1.1334 117 [/
108.6 81.6 1.1626 1.11 /
167.1 136.0 1.1906 1.06 /[
220.8190.4 1.2174 1.00 [/
267.2 245.0 1.2432 0.95
-- Subtable for undersaturated oil with Rs = 267.2
--  Po Bo(Po) mu_o(P_o)
272.0 1.2382 0.95
299.2 1.2332 0.95
326.4 1.2283 0.95
353.6 1.2235 0.95
380.8 1.2186 0.95 [/ Record end
286.7 272.0 1.2544 094 |/
306.3299.2 1.2656 0.92
-- Subtable for undersaturated oil with Rs = 306.3
326.4 1.2606 0.92
353.6 1.2555 0.92
380.8 1.2505 0.92 /
[ “Empty” record marks end of table

Qil Formation Volume Factor

1,22 / -
1,2 /
1,18 —a—Bo (P_bp)

—e—Bo (P_o) (1)

1,16

——Bo (P_0) (2

1,14 A

0 50 100 150 200 250 300 350 400
P (bars)

Figure 13. Variation of live oil volume factor, bebw bubble point and two branches above (from examgl
PVTO table)

6. Soil compressibility (PROPS section)

In reservoir simulation soil compaction (which &uwlly compaction of the pore space) is modelled
as a function of fluid pressure, which is a neagssinplification. The simplest available compaatio
model is to assume linear elasticity, i.e. a caristaefficient of rock compression (similar to the
constant water compressibility discussed abovédnetwith keyword ROCK, with syntax,

ROCK
Pef[bars]  C, [bars']

Example

ROCK

-- Pref Cr
310.0 5.0e-6 /
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Then if a grid cell has an initial pore volumeR}, = PV(P.¢), the pore volume corresponding to cell
pressurd®, PV(P),will be,

PV(P) = PV, exp[C; (P = Prer )]

Non-linear compaction with or without hysteresia t@ modelled by means of the keyword
ROCKTAB. The input consists of a table which spesithe pore volume multiplier (PVM) as a
function of cell pressure. A permeability multipliean also be specified. The basic syntax for each
line is,

P [bars] PVM(P) Perm-mult(P)

P must be increasing down the column
Columns 2 and 3 must be non-decreasing down thenca.

In addition it may be necessary to include the RGCHKIP keyword in the RUNSPEC section.

Example

ROCKTAB

--P  PVMult Perm-mult
100.000 0.93520 1.0

167.854 0.95327 1.0

203.427 0.96376 1.0

227.4750.97265 1.0

251.206 0.97953 1.0

264.976 0.98510 1.0

280.418 0.98937 1.0

289.369 0.99254 1.0

293.122 0.99484 1.0

300.651 0.99652 1.0

305.144 0.99797 1.0

310.000 1.00000 1.0/

7. Initialisation (SOLUTION section)

At time zero, before any flow occurs in the reservbe saturation and pressure distribution in the
reservoir must be such that the fluids are in gyaaquilibrium, i.e. a no-flow situation. Althoughis
possible (in principle) to manually define initglid cell values such that the no-flow condition is
satisfied it is virtually impossible to do thispmactice. AlImost without exception, the equilibrium
calculations will be performed by the simulator,igfhis also strongly recommended. Using Eclipse,
this signifies that initialisation of the modelsliveilways be done by the keyword EQUIL. By this
keyword Eclipse has sufficient data to computeltapiand fluid gradients, and hence fluid
saturation densities in each cell.

The data record is comprised of one line of dataega(or one for each equilibration region if nedde
DD P(DD) OWC RWOWC) GOC R{GOC) RPgvsD RPgsSD Nec

Datum depth

DD (Datum Depth) an@(DD) (Pressure at datum depth) are the fix-pointsenctidculations. All cell
pressures will be calculated from fluid pressuigd@nts and the supplied pressure value at datum
depth. Also, calculated pressures during the sitiom@an be reported as equivalent datum depth
pressures. So typically datum depth will be chaeamdepth where an early pressure measurement
was made. If a gas-oil contact exists Eclipse @ftttn only accept datum depth at this contactt so i
can be recommended practice to do this in genezfalEclipse documentation for details).

40



Contacts

Item 3,0WCis the depth of the oil-water contact in oil-wabethree-phase problems, the depth of
the gas-water contact in gas-water problems. (Bhgevis ignored in single phase or gas-oil probjems
Item 5,GOCIis the depth of the gas-oil contact (ignored ngk-phase, oil-water, and gas-water
problems). Capillary pressures specified at theamis (items 4 and 6) will overrule capillary
pressures defined in the relative permeabilityesbl

Note that if a contact is not present in the resieitvshould be defined above or below the reservo
not defaulted. E.g. in a three-phase run withaftitino free gas, the GOC should be defined afpéhde
above the reservoir, to assure correct fluid distion when free gas is produced, and since Eclipse
expects a gas-oil contact in a three-phase run.

RPervsD andRPsvsD. These are flags for specifying initial variatioitwdepth of gas solution,
bubble point, vaporised oil, or dew point. Ref.ig®t documentation for details, as the flags vatl n
be used in these notes.

The N, parameter — accuracy of initial fluids in place ca  Iculations

The initial vertical distribution of fluids will bgoverned by fluid densities and capillary forces.
Starting from the top and going downwards the @ghitstribution will be, gas, gas-oil transitionnz
oil, oil-water transition, water. By initialisatiome aim to define fluid saturations in each gritl ce
such that the system is in equilibrium, i.e. whererternal forces are applied, no fluid flow should
take place in the reservoir. (Appears obviousMeuy often not obeyed in practice.) For simpliaitg
discuss only the oil-water contact, and assumeansition zone, i.e. water saturation is unity lelo
the oil water contact and at connate water saturatbove the contact. Only grid cells which contain
the oil-water contact can pose problems. Recatlatmid cell is actually a point in space for the
simulator, so although we can envisage a saturatdation within a cell volume, such a variatian i
not possible in a simulation cell — we can onlyigitsenevalue of e.g. water saturation for the cell. So
the question is, which value to choose?

The simplest and perhaps most obvious solution issé the saturation at the cell centre, i.e.

1.0 if cell centrebelowOWC
{ | (15)

S, If cell centreaboveOWC

If the oil-water contact passes close to the @itre this method will result in inaccurate fluids-
place calculations, as the “correct” water sataretishould obviously be close to the average waflue
connate and pure water. If a cell has total polemeV, of whichV,, is water-filled and/, oil-filled,
then the cell’s initial water saturation (“exactijll be

Sy =5 L0V, + 5, V) (16)

1
\%
Intuitively, calculating initial water saturatioby Equation (16) will provide a more accurateiait
fluid distribution and better estimates for initflids in place than by using Equation (15). Altigh
Equation (16) is simple as it stands, it becom#weracomplex if we try to generalise it to handle
transition zones. Eclipse therefore uses an aligmapproach to calculate initial cell saturatidrsn
exact fluid distribution. Imagine the cell dividedo a number of horizontal slices of equal thickne
For each such slice, the slice saturation is ddfasethe saturation at the slice centre. Thendhe ¢
saturation is the volume-average of the slice atins. This saturation calculation will obviouslg
more accurate the more slices we use. The numisercbfslices is defined by th . paramter.

Nacc = 0: Use cell centre initialisation (Equation (15)
Nace > O: Use 2N, slices and honour actual cell geometry (tiltedsgel
Nace < O: Use -2N . slices, but treat the cells as being horizontal.

Nacc is limited to 20. Note that the default value5qe. 10 slices and cells assumed horizontath su
that if cell centre initialisation is requirel,.c must be set explicitly to O.
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Example.
A reservoir has its highest point 1700 m SMSL (8wan sea level), and its deepest point at 1940 m
SMSL. The reservoir was discovered by an apprasllin which a reservoir pressure of 326 bars
was measured at depth 1754 m SMSL. The oil watatiacbis at a depth of 1905 m, and there is no
free gas present in the reservoir (so we define @we the reservoir).

We use the initially measured pressure as datudhwahinitialise our three-phase model
with the accurate fluids-in-place calculation w2 slices, using the tilted cell option. No capifla
transition zones. The appropriate EQUIL keyworthien,

EQUIL
--DD P(DD) OWC Pcow(OWC) GOC Pcog(GOC) RsPbpv sD RnPdvsD Nacc
1754 326.0 1905 0 1600 O 1* 1* 10/

Equilibrium — discussion — advanced issues

From a computational point of view the cell ceniigalisation is the most proper option to useit at
is the only way to initialise the reservoir to cdeip equilibrium. The accurate fluids-in-place neeth
will in most cases be almost in a quiescence dbatenot quite, such that some fluid flow will take
place if the simulation is started without any praigbn / injection (try it!).

The full problem of proper initialisation cannot thscussed in these notes, but some basic featges
presented, as they should be known by simulatasuse

When building simulation models for real reservairg commercial setting (i.e. in an oil comparty) i
is normally requested that initial fluid-in-placelumes are as correct as possible, not only on
reservoir scale, but also in each reservoir segarghigeological unit. This can often only be ackdev
by using accurate fluids-in-place initialisation,esen though cell-centre initialisation has many
advantages it is frequently not an option. Addiilhyy the initial saturation distribution in the

reservoir is seldom or never as simple as a flaitact with or without transition zone. Saturation
distribution is generated from seismics and satumats. depth measurements in wells, and it isofte
required to reproduce this initial saturation figidhe simulation model, although an exact
reproduction will (almost) never be in equilibriyprimarily because reality includes so much physics
which has been left out in the model).

The bottom line is that we often wish to initialiser simulation grid with a certain saturation digl
but this results in a non-equilibrium model.
Eclipse offers some ways to come around this, bykdyword EQLOPTS. Note that these
should never be used if cell centre initialisati@s been chosen.
Basically, three flags can be set to control sitmulbehaviour:
MOBILE:
Adjusts rel-perm end points (critical saturatiosisgh that relevant fluids are (only just)
immobile at the calculated or defined initial sations.
QUIESC:
Changes initial cell phase pressures such thatescpnt state is achieved
THPRES:
Enables the Threshold Pressure Option, which israfise used to prevent fluids from
different equilibration regions to be in an incoriple state. In essence this option defines
inter-cell transmissibilities which are just largeough to prevent flow between the cells with
the existing pressure differences computed byaligation (a sort of “pseudo-barrier”). The
changes are applied throughout, not only durintggailigation.

All of these flags result in a quiescent initiatisa in the sense that no flow will occur if the

simulation is started with no injection / productitiowever, no one can argue that the means have a
flavour of artificialness, and are outside the oarind knowledge of the user. More importantly th
simulator does change the input data, and theséioadibns are not only used to force a stable
initialisation, but will continue to be applied tlughout the run, some times with unintentional
behaviour as result.
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If one can live with the lack of accuracy in fluitHplace computations it is probably the safesttick
to the simple cell-centre saturation initialisation

8. Time dependent input data (SCHEDULE section)

So far, all the data we have defined has beert stata — used to specify the model itself andailiste
it. The time dependent (dynamic) data describe th@weservoir is produced. Eclipse processes the
dynamic data a little different, as the input fdeonly read as far as necessary to compute the nex
time step. This can be a clue to understandingthev CHEDULE section is organised. Basically,
the section is comprised of three different kintidaia,

1. Specification of wells, and guidelines for prodoatior injection.

2. Control of progress of the numerical computatiatdleme (optional)

3. Time stepping

The only way to remove or add fluids from / to teeervoir is by wells, so any simulation model will
include at least one well. In reality wells cansmaple or complex, and controlled by a number of
devices, to meet surface constraints. Most simrdatdll therefore offer an extensive list of featsr
for controlling simulator well behaviour, some dffilsh we cover in the following section.

8.1 Well definitions and control

In Eclipse, wells are defined and controlled irethstages,

1. Well specification. Includes the static propertéshe well as the well name, location,
dimensions,...

2. Completion data. Although the well itself can peatet a long part of the reservaoir, it will be
open for flow between well and reservoir only imitied sections (actually holes), called
completions (or perforations, connections). Competiata specifies where and how the well
is open for flow to / from the reservoir.

3. Production / injection control. Specification ofdat rates and constraints for well production
or injection.

The first item is given only once for each welldanust be specified before any other well databean
defined. The second kind of data changes occasgjomdlile the third kind typically is updated
relatively often.

In production simulation, wells are very often pater group control, which means that in stead of
controlling each well individually, wells are orgaed in groups, and the control criteria applieth®
group as such. Groups can also be organized hmcally. Group control will however not be
covered in these notes.

The well control keywords contain many flags, saherhich are not needed in the simple problems
we study in these notes. Such flags are markedNvighin the following, and curious readers should
consult the Eclipse documentation.

Well Specification (WELSPECS keyword)

All wells in Eclipse are referred to by their narayame which is defined in the WELSPECS
keyword. Therefore, logically, any well must beidetl in WELSPECS before any further reference
to the well can be done. Apart from that, the keydvzan occur anywhere in the SCHEDULE section
and as many times as needed.

Each well definition consists of one line termirthby a slash, and an empty record is used to
terminate the keyword.

Each line is comprised of the following items,

Wname Gnamewl; Juwn Zsnp Phase N/A N/A Auto-shut-in XflowFlag N/A Bealc ...
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Whname:
Unigue well name, max 8 characters. All later refiee to the well will be by Wname.

Gname
Name of group to which the well belongs. Must beptied even though we don'’t intend to
use group control. The top-level group is alwaysLB), but that name is reserved and cannot
been used here. Advice: Use some simple dummy-ndae;1.

IWH ‘JWH
| and J cell index fowell head typically taken as the cell where the well hite teservoir.

Zprp
Reference depth for bottom hole pressure. The figwiottom hole pressureg B, is the
pressurensidethe well bore. It varies with depth, but not thaich if tubing wall friction can
be neglected. It is advised to set this value ¢odigpth of the topmost perforation, which can
be done by defaulting it.

Phase
Preferred phase for the well. Can be set to OIL, MR, GAS or LIQ. What we define here
doesn’t matter much in practice, since actual phakbée defined later.

Auto-shut-in
Flag for determining what to do with the well itBimulator determines to clos&due to
some control violation. The options are, SHUT, Wihigolates the well completely from the
reservoir, or STOP; which only plugs the well abtwe reservoir, and hence allows for
crossflow after the well has been closed. The S&ftfn is normally the most realistic
compared to actual field wells, but will be mordcaéation intensive and can cause
convergence problems, a reasonable reason foricigo&HUT.

XFlowFlag
Flag for defining if crossflow is permitted throutte perforations (This can and does occur
in real wells, but the computational consideratidissussed above are valid in this context
also.) The options are, YES, crossflow allowed, H@ssflow not allowed.

DensCalc
At this stage, can be left at default value. Whréatibn wells are used, this item must be set to
‘SEG’ (chapter 15).

Note that in all cases where a character-varidatgi$ expected, a unique abbreviation is accepted.

Example

WELSPECS

-- Wname Gname IWH JWH Z BHP Phase N/A N/A Shutl n Xflow
OP1 G1 12 23 1825.0 OIL 1* 1* STOP YES /
OP2 Gl1 517 1* OIL 1* 1* STOP YES /
WI1 G1 19 4 1960 WAT 1* 1* SHUT NO /

/

Well Completions (COMPDAT keyword)

The keyword is used to specify where and how thikiszepen for flow from / to the reservoir. Each
line (record) contains data as described beloworpiete description of a well's completion can and
often must be defined using several records. Ak ezmord is read existing data is updated such that
the most recently read specification is the vahd.o

Each line is comprised of the following items,

Wnm* k Jo Kcrop Kegtm Open/ShutFlag SatTbINbr N/A,OKh Skin N/A Dir ¢

Wnm*
Well name as defined in WELSPECS, or well name eeitd. Eclipse will interpret a trailing
* as a wildcard, e.g. OP-1* will mean all wells Witvell names starting with “OP-1". (Will
match OP-1A, OP-11, OP-100B, OP-12,..., but not@Pdote that the * can only be used as
a wildcard at the end of Wnm*.

® Eclipse defines accurate usage of the terms STARSEUT. We will therefore use "close” when we mean
either STOP or SHUT, and only use STOP / SHUT ilipBe-correct settings
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lc Jc

Well name wildcards are so useful that most expegd users choose the well names such
that wildcards can be used in the most efficiernmes.

I andJ indices for connection cells. If defaulted (bytiset!, J to 0) the values defined in
WELSPECS will be used.

KC,TOP KC,BTM
K-index (layer) for topmost and bottom cell for winicompletions (perforations) are defined
in this record. All cells in the rang&{ o  Kc gv) Will be open to flow. E.g.
lc Jo KC,TOP KC,BTM: 520 6 10 means the Ce“S,
(5, 20, 6), (5, 20, 7), (5, 20, 8), (5, 20, 9), &hd20, 10)
will be perforated.
Observe that the syntax is tailored for verticallsve

Open/ShutFlag
Specifies if the connection(s) specified in thisare are currently open or closed to flow.
Choices are OPEN or SHUT.
(There is also a third option, AUTO. Ref. Eclipsarmal)

SatTbINbr
By default Eclipse will use the relative permedbiturves defined for the connection cell for
well in/outflow calculations. So far we haven’t eveovered use of multiple relative
permeability regions, but still can appreciate thate may be good reasons for defining
special relative permeabilities for well flow. Wentend ourselves with a simple example.
Assume a well is completed down to 1960 m, with O#{@970 m. Further assume that in
the simulation grid, both OWC and the well arehia same cell. In that case, the cell will
contain mobile water such that the well will prodweater immediately. Obviously in reality,
the well will not produce water before the OWC Haen to the well completion level. We
could model this behaviour by defining an artifilsidnigh S, in the well cell, such that the
water would be seen as immobile until saturati@cihed a level which corresponds to the
OWC having risen to the perforation.

Dw
Wellbore diameter at the connection. This propergyefined here rather than in WELSPECS,
to allow for the diameter to vary along the welor

Kh
Permeability thickness, i.e. the prod#eh. This value is a measure for the production (or
injection) capacity of the well. The default vaigdo takeK as the cell permeability arfdas
the connection length, which is the cell thicknfessa vertical well. If the well is perforated
across the entire cell it is normally OK to use diegault value. But often the well is only
perforated in part of the cell thickness, and #t&average cell permeability may not be
representative for the permeability in the interat is perforated. In such cases it is better to
specify the Kh explicitly.

Skin
The skin factor enters the well in/outflow calcidat (see below), and can be specified here
(default value is zero).

Dir
The direction the well penetrates the cell. Foedigal well this is th&-direction, for a
horizontal well parallel to the-axisX. The choices arX, Y, or Z.

o

Pressure equivalent radius. Generally it is recontied to default this value, in which case
the Peaceman equivalent radius will be used (desvpelo use an alternative value, specify
fo> 0.

Wellbore in/outflow calculations

We look at the simplest possible model, a vertiggll in a homogeneous isotropic reservoir
producing incompressible fluid at constant i@t&he assumptions imply cylinder symmetric flow, so
that the pressure variation near the well is dbedrby Darcy’s law:
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_KOAdp

T op dr
where r is the distance from the wellbore centné,Ais the area the fluid crosses at distanés. A
= 277h. his total completion height.

(17)

Equation (17) is easily solved,

P r
qu dr qu r
dp=——|— - =—log(— 18
pfp 2I£hr-“r:>p Pu 2|moga(rvv) (18)

Note that the lower bound of the integral is nabz&vhich it would be for an ideal point sourcehea
we integrate from a finite well radius. Express{&B8) actually requires that the well has a finit&n
zero radiuspys = p(ry) is the pressure value at the well radius, andssarae thap(r) = p, when
r<ru. pPw IS the flowing bottomhole pressure, which we aohave denoteBgr. We also recognize
the permeability thickness in expression (18).

When a well is drilled the drilling pressure (irsithe well) is normally kept higher than external
reservoir pressure, to avoid reservoir fluids flogvinto the well during drilling. Normally drilling
fluids will penetrate the reservoir, and the drilbcedure itself can damage a zone near the weteS
times, a stimulating fluid is added to the damaggezto improve productivity. The bottom line isttha
in general there is a zone near the well where fleaperties are different than those assumed when
deriving Equation (18), such that actually obsermpestsure drop differs from that predicted by
Equation (18). This pressure deviatidps is conveniently defined as,

qu
Aps =——S 19
Ps 27K (19)

whereSis a dimensionless constant called the skin (ior fsictor).
Taking account of the skin, we update the presdrop (Equation (18)) to,

P~ P = Zﬁﬁh {Iog(}) + S} (20)

(see Figure 14).

Pressure near wellbore
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Figure 14. Pressure variation near well bore — witbut skin and with positive skin
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If we letr — o in Equation (20), the pressure will also grow withbounds. This is clearly
unphysical, so we definedrainage radiug., where the influence from the well can be negictad
pressure has stabilised to a vaide

qu e
- = log(—=)+S 21
Pe — Pur 2mh{og(rw) } (21)

Whenp, andp,; are known, Equation (21) can be solved to expressmum possible rate from the
well:
_ 27Kh  Pe = Pws

max —
H logle)+s
r

w

(22)

If we want to use Equations (18) — (22) in a nugarsimulator we only have access to pressure as
average cell pressure. And we cannot observe iarikite the one described by Equation (20) unless
we have a very fine grid near the well. What wednsesome mechanism that relates the cell pressures
we have computed in the simulator to the expressadmove. In papers from 1978 and 1983 Peaceman
showed that if the drainage radigss replaced by an equivalent cell radiyisEquation (22) can be

used to compute max. ratepifis replaced with the average cell presgyréeaceman suggested that
for a cartesian grid and isotropic medium¢ould be computed as,

fp = 01y (82 +(2y)? (23)

r, as computed by Equation (23) is called Peaceneaqis/alent radius (or Peaceman-radius). Several
suggestions for improving this expression have $ighhduring the last decades.

Example

Well PRODL1 is completed in cells (6, 8, 1), (628,(6, 8, 3) and (6, 8, 7). All connections aremp
for production. Default saturation table will beedsthe wellbore diameter is 0.3 m., Eclipse can
compute the Kh-product, skin is zero, and the igelertical.

Well PROD2 is completed in cells (9, 5, 4), (95h,and (9, 5, 6). All connections are open for
production. Default saturation table will be ustéa, wellbore diameter is 0.3 m.

Only part of the layer thicknesses are perforatedye will define the Kh-products manually.

COMPDAT

-- Wnm* |IC JC KTOP KBTM OPEN? SatTbl N/A Dw Kh Sk in N/A Dir r0
PROD1 6 8 1 3 OPEN 1* 1*03 1* O 1* Z 1%/
PROD1 6 8 7 7 OPEN 1* 1*03 1* O 1* Z 1%/
PROD2 95 4 4 OPEN 1* 1*0.3 400 O 1* Z 1%/
PROD2 95 5 5 OPEN 1* 1*0.3 900 O 1* Zz 1%/
PROD2 95 6 6 OPEN 1* 1*0.3 100 O 1* Zz 1%/

/ Empty record terminates keyword

Production / Injection data (Keywords WCONPROD / WC  ONINJE)

These keywords are used to specify productionftigecates, guidelines and constraints. Eclipsé wil
determine production / injection rate such thatafistraints are fulfilled. If no constraints arelated

the rate will be determined by the primary guidefjried by the Control mode item.

A production well has its data specified in the WKIRIROD keyword. Each line (record) in the
keyword contains production data for one well, prabuction specifications for a well are valid unti
they are redefined. The WCONPROD keyword can oasunany times as needed in the SCHEDULE
section. Each record is comprised by,

Wnm* Open/ShutFlag CtrIMode Orat Wrat GratatrResv BHP THP VFP-data ...
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wWnm*
As in COMPDAT
Open/ShutFlag
This is an open/shut flag for tmeell, in contrast to the flag in the COMPDAT keywordiaih
was for individual connections. The choices are,
OPEN: Well is open for production (default)
STOP: Well is plugged (stopped) above the reseramy be open for crossflow.
SHUT: Well is isolated from formation
(AUTO: Opened automatically by triggering optionghe drilling queue.
Ref. Eclipse documentation.)
CtriMode
Primary control mode for the well. The specifieddaads the guiding mode that the well will
be controlled by if no other constraints are viethtThe available flags are, (no default)

ORAT: Oil rate target

WRAT: Water rate target

GRAT: Gas rate target

LRAT: Liquid rate target

RESV: Reservoir fluid volume rate target

BHP: Minimum allowed bottom hole pressure
THP: Minimum allowed tubing head pressure
GRUP: Well is under group control

Orat Wrat Grat Lrat Resv BHP THP
These are the actual guides / targets / constrtaatwill be used to determine producing rate.
For all the rate constraints, the default is “moiti. Default BHP is atmospheric pressure, but
it is recommended to always define a minimum BHR,less than the lowest value in the
PVT tables.

VFP-data....
Tables for Vertical Flow Performance Calculations immportant for doing real field
simulations, but will not be covered here.

Constraints / targets / control modes

The rate targets are surface rates or constravhish all have to be fulfilled, but some can be
defaulted, which means “no limit”.

RESV is a special target. In principle it refersatfiuid rate measured at reservoir conditionsvdfe.g.
want injection to balance production such thatitiquut = liquid in, we cannot do this by setting
injected water equal to produced liquid, sincedafeality ceases to be valid when the fluids are
moved to reservoir conditions. But the flag RES¥drto come around this problem. Unfortunately,
the calculation of equivalent reservoir fluid volesnare based on average reservoir pressure, not the
pressure of the actually produced fluid. So the REGd volumes are only approximately correct.

When the fluid flows from the reservoir to the suod in the well, the fluid pressure will decrease a
the fluid moves upwards. The pressure drop is ptapal to the completion depth, and more or less
equal to hydrostatic pressure. Obviously, if thedfleaves the reservoir at a pressure which igtow
than the pressure drop it experiences on the wtheteurface, it has too low energy to reach the
surface at all. Therefore, if fluids are to be progld without additional means of lifting, it is tepd
that the fluid pressure is above some minimum lexedn they enter the well. This is the minimum
required bottom hole pressure BHP. From Equatiah & see that the BHP will be lower when the
rate is increased. A BHP violation can therefoterobe met by reducing rate.

Constraints on THP (tubing head pressure) actgisihe BHP constraints, but are more realistic. The
reason for this is that THP is the pressure medsatrthe tubing head, i.e. at the surface endeof th
well. THP is hence an accessible measure, while, Bi#Rasured in the reservoir is only available
when such measurements are done, which will b&welginfrequent if at all. To use THP data in the
simulation we need to be able to compute THP v&haes BHP and vice versa. This is done by VFP
curves (Vertical Flow Performance), which are carwdich do the desired conversions. The VFP
relations are complex, involving depths, tubinggléss and fluid saturations, and are beyond theescop
of these notes. We will therefore stick to the Bttiastraints.
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Example

WCONPROD
-- Wnm* Open? CtrIMode Orat Wrat Grat Lrat Resv BHP THP ...
PROD1 OPEN ORAT 30002000 1* 4500 1* 220 1*/

/

Production data has been specified for a single RBIOD1, which is open at the current time. The
primary control mode is by oil rate, and the guidé@sbe applied as follows:
First Eclipse checks if it possible to fulfil theipary goal. If oil can be produced at a rate dd@0
Snt/day and at the same time all the other constraimK:

* BHP > 220 bars

« Water rate < 2000 Stiday

« Liquid rate (water + oil) < 4500 Shday

* (No constraint on gas rate)
then the oil rate is set to the target rate. If afhthe items in the bullet list are violated, tHeclipse
will attempt to reduce the oil rate until all thenstraints are OK. If it is not possible to futfile
constraints with a positive oil rate, then Eclipgh write a message and close the well for theenir
time step. But at later time steps the well willdecked to see if it can be reopened.

Observation: Violation on the secondary targetsgeinerally not be discovered before at the

end of the computations for the current time skagipse will therefore have to redo the entire
calculations with redefined input, and iterate umisolution satisfying all constraints has beamth

Injection well — WCONINJE

The WCONINJE keyword for controlling injection welils very similar to WCONPROD. The syntax
for each record (line) is,

Wnm* InjType Open/ShutFlag CtrIMode Rate RdPP THP N/A

Wnm*
As before
InjType
This is either WATER (water injector) or GAS (gageictor)
Open/ShutFlag
As in WCONPROD
CtriMode
RATE: Surface flow rate target
RESV: Reservoir volume rate target
BHP: Bottom hole pressure
THP: Tubing head pressure
GRUP: Under group control
Rate
Target or upper limit for injected fluid surfadew rate (default no limit)
Resv
As in WCONPROD (default no target)
BHP
Target or maximum bottom hole pressure. Note iaam injector, the argument is turned
upside down, such that we now need a high surfeesspre to get the fluid into the reservoir.
(default 6895 bars (=2@si), which for practical purposes means no limit)
THP
Comments as in WCONPROD.
Example
WCONINJE
--Wnm* InjTyp Open? CtrIMode Rate ResvBHP T HP
‘INJ* WATER OPEN RATE 4000 1*450 1* /
INJ4 WATER OPEN BHP 4000 1*480 1* /

/
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First all wells with name starting with INJ are idefd as water injectors. Constraints:

The wells will inject water at a surface rate 00@®ni/day as long as the bottom hole pressure stays
below 450 bars. If this is not possible, injectrate will be reduced so that the bottom hole pressu
constraint is fulfilled.

Next the well INJ4 is defined. Although it alscsfin the INJ* wildcard, the last definition will ke
valid one. INJ4 will be controlled by bottom holeepsure, i.e. it will inject water with a const&tP

of 480 bars, if this can be done with a water itijgcrate not exceeding 4000 3day. If this is not
possible, the BHP will be reduced until injectiareris at most 4000 Stday.

Economic well constraints (keywords WECON, WECONINJ )

The constraints we discussed for the WCONPROD a@G®DWINJE keywords are physical
constraints. If these are violated, productiorjgation is not possible. Another kind of constraiate
those that are based on economy. A natural reqairefar any well would be that the value of
produced hydrocarbons from the well should as ammim pay for the costs of maintaining the well.
Such constraints can be specified by the keyword@H (and also WECONINJ which is rarely
used). The syntax of WECON is,

WECON
Wnm* MinORAT MInGRAT MaxWCUT MaxGOR MaxWGerkdwer EndRunFlag

Wnm*
Well name wildcard as before

MinORAT, MIinGRAT, MaxWCUT, MaxGOR, MaxWGR
Economic constraints that all have to be satigfitite well shall continue to stay open. The
constraints are in order, minimum oil productioteraninimum gas production rate,
maximum water cut, maximum gas-oil ratio, maximuatav-gas ratio. (Default values =
“don’t use constraint”)

Workover
What to do if any of the economic constraints aotated. If the specified minimum oil rate
or gas rate cannot be satisfied, the well will lmsed unconditionally. If one of the other
constraints is the offending one, the followingiops are available,

NONE Do nothing (default)

CON Shut the worst-offending connection

CON+ Shut the worst-offending connection andtadse below it.

WELL Shut / stop the well

(PLUG Plug back well, ref. Eclipse documentation)
EndRunFlag

Request for whether the simulation shall be teriemh# the well is shut or stopped. The
choices are YES or NO. If YES the simulation wdhtinue till the next report step and then
terminate. (Default is NO).

The keyword has several additional items, ref.@gsgidocumentation.
Example
For all wells with name starting with OP we requireinimum oil rate of 200 Stday and a

maximum water cut of 0.9. If these requirementsmatemet the offending well will be closed, but the
run not terminated.

WECON
--Wnm* MinORAT MIinGRAT MaxWCUT MaxGOR MaxWGR Workover End?
‘OP* 200 1* 0.9 1 1% WELL NO /

/

It is only natural that we set the EndRunFlag to iN@he example, since we wouldn’t want to
terminate the run as long as there are producirig leét. But when the last well has been shutrghe
is no point in continuing the simulation.

50



For such cases we have available the keyword GEE@Mup economic control. The keyword is
similar to WECON, with the slight variation we need

GECON
Gname* MinORAT MInGRAT MaxWCUT MaxGOR MaxWGetkdver EndRunFlag

Gname*
Group name wildcard. For our purpose this will afevhe FIELD, in which case the
constraints apply to the field as whole.

MIinORAT MIinGRAT MaxWCUT MaxGOR MaxWGR
These are exactly as in WECON, except they areuramlerstood as group (field) quantities,
not single well (default values as in WECON).

Workover
NONE Do nothing (default)
CON Shut worst-offending connection in worst-offerg well
CON+ As CON, but also shut all connections below
WELL Shut / stop worst-offending well
(PLUG As WECON)
EndRunFlag
YES Terminate run at next report step if all proehs are stopped or shut
NO Continue run regardless (default)

Often both WECON and GECON will be used, theyrayemutually exclusive.

Other often used Well control keywords

WELTARG

When well control data has been defined by WCONPR®I/CONINJE, typically only target rates
are changed later. In stead of repeating all th@ eleery time a small change is made to already
defined constraints, the keyword WELTARG can bedu#tas suited for situations where only one
parameter for a previously defined well shall baraded. The syntax is,

WELTARG
Wnm* ControlToChange NewValue

Example

All constraints have been defined for well OP1, &iud certain time we wish to change the target oil
rate from its previous value to 3000 %day.

This can be done by,

WELTARG
OP1 ORAT 3000 /
/

The advantage goes beyond a shorter syntax,saslé@ar to the reader that only the one constreast
changed.

WCONHIST / WCONINJH

These keywords are very similar to WCONPROD / WCRWH, but are used to define actual
historical rates and pressures. The advantagénisply in the post-processing phase, when target
data can be compared to simulated results.

WEFAC

Wells are never on production 24 hours a day, 8 dayeek. Some down-time is unavoidable. If a
well is operative 80% of the time with a producmateQ, simulation production rate could of course
be defined a6.8Q ensuring correct grand total. This would howewatrbe entirely correct, as the
bottomhole pressure calculations would be basezh@rroneous rate. A correct solution can be
obtained by use of the WEFAC keyword (well effigigriactor), which is used to specify the factor of
producing time to total time.
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8.2 Time stepping

As previously noted, the numeric solution is nattamious in time, but advanced in time in discrete
steps of length depending on the problem. In géniemglicit solution schemes (which Eclipse uses
by default) allow for larger time steps than explchemes. The term “time step” in simulation is
more or less used to describe different kindsroétstepping. Although we will also adopt this skppp
terminology, we will firstly define a more accuratetation.

1. The simulator will advance the solution from onénpm time to another. The size of the step
is governed by the problem and the solution proeedcwt some guidelines are often provided
by the user. These solution-dependent time stepsadledministepsby Eclipse.

2. The user will specify milestones (times or datdgpzcial interest. These milestones may be
e.g. times when a new well is put on productionemvh well rate is changed, or simply to
force the simulator to dump output. These are tietp in time which are referred to as time
steps (TSTEPS) in Eclipse, but are more corre@hoted milestones.

3. As we shall see when we discuss writing of redoltvisualisation purposes, a “snapshot” of
the simulation, i.e. a list of “all” relevant dataall grid cells, can be pretty large. Therefore,
such snapshots are only produced on user spetiified (normally much larger intervals than
the milestones described above). For reasons whilchecome clear, these “snapshot times”
are calledestart times

In this section we discuss the milestones (TSTEPS).

Eclipse writes a progress report of the simulatiorm file called <root>.PRT (where the originatala
file was <root>.DATA). How much Eclipse shall write this file is determined by the user, and
described later, at this stage we only note thip&ewrites data to the .PRT file at the milesgne

In addition, any change to well data (or other dgitadata) can only happen at the milestones.
An obvious and minimum required use of the milestois to tell the simulator how far forward in
(real) time to simulate.

The simplest syntax is by the TSTEP keyword:

TSTEP
stepl (step2 step3...) /

The specified steps are lengths of the time stépse petween milestones, not the milestones)

Example
TSTEP
510 15 30 5*50 /

tells the simulator to advance the simulation 5sdélyen 10 days, then 15, then 30, and finally &ake
time steps of 50 days each. By this scheme thestarles would be after
5, 15, 30, 60, 110, 160, 210, 260, 310, and 368.day

In practice we often know the milestones by daté by time intervals, so it is more common to
define the milestones by the DATES keyword. Theestdnes are then defined as
day month year , where

e dayis a number 1,...,31,

» monthis JAN, FEB, MAR, APR, JUN, JUL (or JLY), AUG, SEBCT, NOV, DEC

» yearis the numerical year (no abbreviation).

Eclipse knows about month lengths and leap year®ASTES is an easier way to define the
milestones at the start of a year or month.

Each line in the DATES keyword contains exactly date, and is terminated by a slash.
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Example
DATES
1 JAN 1998 /

15 JAN 1998 /
1 MAR 1998 /
1JUL 1998 /
1 JAN 1999 /

/

Order of actions

When determining where to put e.g. a well actiothin SCHEDULE section to get it to happen at the
desired time, it can be helpful to observe thaipSel reads the section only as far as necessary. .
once it encounters a TSTEP or DATES, it will staradvance the solution to the specified next
milestone, using the data it regards as current.

Example

Start date has been defined as 1. Jan 2004 inUNSREC section (ref the basic data input example).
An order of input could then be,

SCHEDULE
WELSPECS
COMPDAT
WCONPROD

-- The defined wells and rates are valid from start date, and will
-- now be used when advancing the solution to 1. FE B 2004
DATES

1 FEB 2004 /

/

WELTARG

-- The current date is 1.FEB 2004. So the change de fined in WELTARG
-- will happen at this date

-- The solution will now be advanced first to 1.MAR 2004, then
-- further to 1.APR 2004, using the current rate de fined in WELTARG
DATES

1 MAR 2004 /

1 APR 2004 /

8.3 Convergence Control | (keyword TUNING)

This subject will be covered later, but deservesesmentioning here.

Only exceptionally can the solution be advancethfome milestone to the next (as described in 8.2)
in a single ministep. Eclipse has a default hagdiifits solution procedure, in this context maibly
adjusting the ministep size. The TUNING keywordised when the user wants to override Eclipse
default behaviour.

When advancing the solution we want to take a®lanmisteps as possible (to minimize computing
time). On the other hand there is an upper limtheopossible ministep size, which depends on the
solution procedure and the solution itself. The \Ealipse tries to optimize this procedure is by
looking at the ministep it has just finished. letbolution was found without problems, Eclipse will
take this as a signal that the length of the mépistan be increased. If on the other hand theignlut
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was only found after convergence problems, Echpiiedake that as a hint that the ministep size
should be reduced (chopped).
There are some parameters that governs this behavio

TSINIT Max. length ofirst following ministep (after the keyword) (defauldy)
TSMAXZ Max. length of any ministep (default 365 day

TSMINZ Min. length any ministep (default 0.1 day)

TSMCHP Min. length any choppable ministep (def@ulis day)

TSFMAX Max. ministep increase factor (default 3)

TSFMIN Min. ministep cutback factor (default 0.3)

TSFCNV Cut factor after convergence failure (deféiul)

TFDIFF Max. increase factor after convergence failgefault 1.25)

Example of how these parameters are used, asstingdrgfault values.

When the simulation starts, the length of the niss 1 day (TSINIT). If the solution is found
without problems, the length of the ministep w#l increased, by a factor TSFMAX, so the following
ministep will be 3 days. As long as the convergdad@K, the ministeps will be increased by a factor
3 (TSFMAX) every time, so the next ministeps wob&l9, 27, 81 days. (Evolved time after these
ministeps would be 1 day, 4 days, 13 days, 40 dkdays.) The solution at 121 days, following the
81 days time step was found after convergence @nuhlso the ministep size is reduced, hence the
following step will be 81 * 0.3 (TSFMIN) = 24.3 dsyong. If the solution was not found at all, we
had a convergence failure, and the next step wmeilgll * 0.1 (TSFCNV) = 8.1 days. In this manner
the length of the ministep will fluctuate betweeBMINZ and TSMAXZ, increasing length when all
is well, chopping when problems are encountered.

Often we observe that every time the ministep lefmgincreased beyond some value, the following
step has convergence problems, and the step lengitiopped. In such cases it is much more optimal
to redefine TSMAXZ to a value which allows for Oldrovergence, and hence the simulation will
progress without convergence problems and chopprhigch are computer time demanding). In the
example above, we observed that 81 days was tob.rfuge later saw that every time the ministep
length became larger than 60 days, the followirg stas chopped, then it would be wise to set e.g.
TSMAXZ = 50 days.

What these numbers should be is very case-deperatehho rules of thumb can be given. The
essential information is in the run log or .PREfifo this output should always be examined after a
run!

The keyword TUNING is used to set convergence fligs comprised of three records, the first one
handles primarily time step control, the second @m#ains internal convergence controls, and should
as a general rule never be modified. The thirdndecontains controls on the iteration schemes, lwhic
will be covered later.

At this stage we only look at the first record, dsalve record 2 and 3 at default values.
The syntax of the first record is then,

TUNING
TSINIT TSMAXZ TSMINZ TSMCHP TSFMAX TSFMINCRBF TFDIFF .../

Note: TSINIT is the first ministep following the TUNG keyword, not the first step in the simulation
as such.

Example,
Set max length of any ministep to 45 days, redocesase factor after OK convergence to 2.0, and
enter the other default values explicitly:

TUNING
--TSINIT TSMAXZ TSMINZ TSMCHP TSFMAX TSFMIN TSFCNV  TFDIFF
1.0 450 0.1 015 20 03 0.1 1.25 /

/
/
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9. Regions

So far we have tacitly assumed that the reseramirbe regarded as a single entity in all aspeétis. T
will seldom or never be true. A single set of rielafpermeability curves will rarely be valid
everywhere, compaction will normally be dependemsail type etc.
In general, Eclipse allows for subdividing the resé& into sub-sets, aregions The regions serve two
different purposes. One is to subdivide the reseintd separate regions which are described by
different characterizations of various kinds. Theshtommon of these are,

* Regions of validity for relative permeability cusy¢6SATNUM

* Regions for different sets of PVT-data, PVTNUM

* Regions where different equilibration parameteisteEQLNUM

* Regions for different compaction data, ROCKNUM
The other kind of regions is for reporting purposely. We may be interested in e.g. how much water
flows from one part of the reservoir to anothere Tiser may subdivide the reservoir into as many
regions as desired in any possible manner, ana:stgaparate reports for each region (see lateg). T
standard way of doing this is by the keyword FIPNIRuid-In-Place regions), but additional user
defined regions are possible, ref. Eclipse docuatimt.

The way the regions are defined and used is veryasifor the different kinds of regions, so wedak
SATNUM as an example.

The SATNUM keyword defines the saturation regideesch grid cell is assigned one SATNUM
number between 1 andsNwuw, the total number of regions. Then if a certaid gell belongs to
SATNUM region humbeM, this means that the relative permeability datatis grid cell will be
obtained from table numbé&t. Hence instead of defining a single family of tiela permeability
curves, we must now specifyisNnum tables (of each kind).

Example

Assume our grid is 10 x 20 x 6 grid cells. Oneddetelative permeability curves is to be used i th
two upper layers=1 andK=2), another set in layers 3 and 4, and a thirehdetyers 5 and 6.
Nsatnum = 3, and we would specify the SATNUM regions fie REGIONS section), as

SATNUM
400*1 400*2 400*3/

whereby the two upper layers (10x20x2 = 400 celte)assigned to SATNUM region 1, the next two
layers to SATNUM region 2, and the last two layersegion 3.

Instead of the single relative permeability tabke wged in chapter 4, we will now need three, as,

SWOF

--Sw krw kro Pcwo
0.2 0.0 1.0 10.0
0.3 0.0046 0.712 2.7
0.45 0.029 0.371 0.78
0.6 0.074 0.141 0.3
0.8 0.167 0.004 0.033
0.84 0.19 0.0 0.0
0.9 025 0.0 0.0
1.0 1.0 0.0 0.0 / Endoftablel
0.28 0.0 1.0 10.0
0.3 0.0046 0.712 2.7
0.45 0.029 0.371 0.78
0.6 0.074 0.141 0.3
0.8 0.167 0.004 0.033
0.84 0.19 0.0 0.0
0.9 025 0.0 0.0
1.0 1.0 0.0 0.0 / Endoftable 2
0.35 0.0 0.8 10.0
0.45 0.029 0.371 0.78
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0.6 0.074 0.141 0.3

0.8 0.167 0.004 0.033

0.84 0.19 0.0 0.0

0.9 0.25 0.0 0.0

1.0 1.0 0.0 0.0 / Endoftable 3

During the simulation, the first table will be udied cells in layers 1 and 2, the second tablecédis
in layer 3 and 4, and the third table for cell$ayers 5 and 6. Eclipse needs to be notified tleahow
have three saturation tables, by the flag NTSFUNMenTABDIMS keyword in the RUNSPEC section.

10. Simplified input and modification of Eclipse ar rays

We have earlier defined the default Eclipse inputiat for an array (e.g. PORO) as a list comprised
of one value per grid cell, with possible use @frih - option.

Eclipse offers an alternative input format, thatisre user-friendly, and often more efficient,
by the keyword80X, EQUALS, ADD, MULTIPLY, COPY, ...
In general these commands work by first definitmpawhere the associated input applies, and then
defining the input. The BOX keyword is used to@ath a box explicitly, but the box can also be
defined as a part of the input.

NOTE: When a box has been defined, it remains valid amtew box is defined.

When Eclipse reads datammediatelyperforms an action on the data array it is prangs3d his

action can be to overwrite an existing value, oadthmetic to an existing value. With this knowged
we can build data arrays by repeated assigningesass$igning values, assuring that the end result is
the final operations we performed.

Breakdown of the different edit-keywords,

BOX

A boxis an index-cube, i.e. bounded by constant indited directions.
A cell with index(ix, jy, kz)is in the box(ix1l — ix2; jyl —jy2; kzl — kzH)
ixl < ixs ix2, jyls jy < jy2, kzls kzs kz2

Defining the box above would be by the syntax,

BOX
ix1 ix2 jyl jy2 kzl kz2

When such a box has been defined, Eclipse takay isput exactly as usual, except only necessary
and sufficient data to fill the box are expectéhd standard array input format is hence a speassd
where the box is the entire reservoir.)

Example
By the keyword

BOX
- ix1ix2 jyljy2 kzl kz2
36 1012 5 5/

we specify that until the box is redefined, inpatalwill be for cells (I, J, K), with
1=3,4,5 6)=10, 11, 12;K = 5.
To set porosityp = 0.26 in this box:

PORO
12*0.26 /

We have defined 12 entries, since the box is caagrof 4*3*1 = 12 cells.
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The keywordENDBOX (no associated data, no slash) terminates thenturox definition, and sets
the current box to the entire grid.

EQUALS

This keyword is used to define a single value poaperty in a box. The “property” must be identiffie
by its Eclipse array name.
Syntax for each line in the EQUALS keyword,

ArrayName Value BQX
terminated by a slash. A terminating slash end&éiyevord.

Example 1
An alternative way to define the porosity in theample above is,

EQUALS

-- Array Value ix1ix2 jyljy2 kzl kz2
PORO 026 3 6 1012 55/

/

Notes

1. The two ways we have done this amgiivalenti.e. the current box
(3-6,10-12,5-15) is valid until redefinedain the last example.

2. Since the box is valid until redefined, the BOX d¢@nomitted in the EQUALS line, and
will then default to the last defined box

3. The EQUALS keyword can be used in several plac#isarata file, but the array which is
defined or updated must belong to the correct@e¢so the current example with PORO
goes in the GRID section, an EQUALS for SATNUM wabglo in the REGIONS section
etc.)

Example 2

For a grid with NX = 10, NY = 20, NZ = 5, definertle different regions, region 1 for layers 1 and 2,
region 2 for J =1 - 10 in layers 3, 4, 5, andoad for J = 11 — 20 in layers 3, 4, 5.

Petrophysics for the three regions:

Region 1 2 3
Q 0.21 0.24 0.23
Ky 100 800 650
Ky 100 800 650
K, 20 60 48

In the GRID section we specify,

EQUALS

-- array value ix1 ix2 jyljy2 kzl kz2

PORO 021 1 10 1 20 1 2 / Region 1
PERMX 100 / defaults to last defined box
PERMY 100 /
PERMZ 20 /

PORO 024 1 10 1 10 3 5 / Region2

PERMX 800 / defaults to last defined box

PERMY 800 /

PERMZ 60 /

PORO 0.23 1 10 11 20 3 5 / Region3

PERMX 650 / defaults to last defined box

PERMY 650 /

PERMZ 48 /

/ Empty record terminates EQUALS keywo rd
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and in the REGIONS section:

EQUALS

-- array value ix1 ix2 jyljy2 kzl kz2
FIPNUM 1 110 120 1 2 /
FIPNUM 2 110 110 3 5/
FIPNUM 3 1 10 11 20 3 5 /
/

Note that we don't have to specify the number d&de the box when we include the box definition
in the EQUALS keyword.

ADD, MULTIPLY

The ADD and MULTIPLY keywords are very similar t@EJALS, but instead of specifying a value,
we modify an existing value, that must have bedimelé earlier.

Example

In a grid withNX = NY=9,NZ = 3, there is a region with bad properties inrthédle. Region 2 is
defined byiX =4 -6JY=4-6KZ= 2. The rest is region 1.

In region 1, porosity is 0.3, horizontal permedpiR000 and vertical permeability 250. In region 2,
porosity is 0.2, and permeabilities are ¥ of theiesiin region 1.

In this example we will first define data for théale grid, then redefine in the central area. Nio&t
there are many different ways to do this, and rowract” or “best” solution. First defining one velu
for a large box (here the entire grid) and therefiathg a sub-box is often efficient.

In the GRID section:

PORO
243*0.3 / (9*9*3 = 243)

PERMX
243*2000 /

PERMY
243*2000 /

PERMZ
243*250 /

ADD

-- array value ix1 ix2 jyljy2 kzl kz2
PORO -01 4 6 46 2 2/
/

MULTIPLY

-- array value ix1 ix2 jyljy2 kzl kz2
PERMX0.25 4 6 4 6 2 2/ repeath ox in new keyword
PERMY 0.25 / defaults to box above
PERMZ 0.25 /

/

In the REGIONS section

EQUALS

-- array value ix1 ix2 jyljy2 kzl kz2
FPNUM1 1 9 1 9 1 3/
FIPNUM 2 4 6 46 2 2/

/

58



COPY

This keyword is used to copy an entire array (box) to another array. Thereafter the modification
keywords may be used if needed.
Syntax for each line of keyword:

SourceArray TargetArray (Box)
Each line is terminated by a slash, and an emptyrde(slash alone) terminates the keyword.

Example

We repeat the example above, this time using thBXCKeyword:
First we define PORO and PERMX for the whole grid.

Then we modify the values for region 2

In the GRID section:

-- Real or dummy data for whole grid
PORO
243*0.3 / (9*9*3 = 243)

PERMX
243*2000 /

-- Modify to correct values in Region 2

ADD

-- array value ix1 ix2 jyljy2 kzl kz2
PORO -01 4 6 46 2 2/

/

MULTIPLY
-- array value ix1 ix2 jyljy2 kzl kz2

PERMX 0.25 / defaults to box defined above
/

-- PERMY and PERMZ are copies of PERMY in entire gr id
COPY

--From To BOX

PERMX PERMY 19191 3/

PERMX PERMZ /

/

-- Lastly, PERMZ is modified to be 12.5% of hor. pe rmeability
MULTIPLY
PERMZ 0.125/

/

COPYBOX

While COPY is used to copy one array to anothéhénsame cells, COPYBOX is used to make an
exact copy of the same parameter in a box, in @notfton-overlapping box. Obviously the two boxes
must be of the same size in all three directions.

Example

COPYBOX

-- Parameter ----- From Box ----- ------ To Box ------
-- iflif2 jf1jf2 kfl kf2 itl it2 jtljt2 ktl kt2
PORO 110 110 1 2 110 110 4 5/

/
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11. Eclipse output, formats and files

A complete specification of the reservoir statarat time, i.e. a list of all available data valiresl
grid cells is huge even for moderate-sized gridgpQtting “all” data at all time steps (ministejis)
therefore simply not an option.

NOTE: Eclipse does not write any results “by defaulhly data explicitly requested by the
user are written to result files. If a needed d&tetor was not requested in result specifications,
the simulation has to be re-run to obtain the ddsilata.

Basically, Eclipse output can be divided into thdédéerent types,
1. Textual output. Contains run summaries, feedbadsages, warnings, and errors. Optionally
text listing of data arrays or aggregate values.
2. Output aimed at visualisation of time-dependentl@dur, i.e. single-valued functions of
time.
3. Output aimed at keeping track of the reservoiestdata array values in all cells) at user
defined times.

There are several options for how the files arétei At this time it is of special interest to @adhe
difference betweennified andnon-unifiedfiles. Non-unified, which is the default, meanattkclipse
writes a new file at every time step where outpueiuested. With unified files Eclipse storegts
relevant results in a single file. There is noafifince in contents, total storage space or inptpiio
efficiency by the two formats. Unified has the aakage of fewer files in a folder, while some ex&rn
software may require non-unified files. In addititime Eclipse suite contains the program CONVERT,
which can change non-unified files to unified antewersa.

Specification of whether unified or non-unifiedesl are requested / used is done in the RUNSPEC
section with keywords UNIFOUT (request unified aujpand UNIFIN (use unified input files).

If not specified non-unified files are used.

File names

The data file, which is the one we refer to whensay that “a data set is run by Eclipse” alwaysdas
name that ends with “.DATA” or “.DAT". This endingr extension is called the file narnad. The

part of the name before the separating periodlisctthe file name root. So if we run a case called
OSEBERG1.DATA, the root is “OSEBERGL1".

For historical reasons and compatibility it is nrernended to use not more than 8 characters inléhe fi
name root.

In the following discussion, we will denote theefihame root that was used in the dataset name by
<root>. |.e., the data set we use as referenceo><DATA. (Obviously this cannot be the actual
name of the data file.)

Textual output

Eclipse will always write a file calledroot>.PRT (“report file”), which contains simulation reports
The first part of this file is a listing of the daihput and interpretation phase. In addition topte
progress reports, any irregularities in input Wwal reported here, at three levels of seriousness,

MESSAGE
normally just information from Eclipse, as e.g.€thrid contains 14678 active cells”.

WARNING
Something can be wrong, but not necessarily, souevon’t terminate. The user is
encouraged to check the origin of warnings. A tgpigarning is that pressure-dependent
tables will be extrapolated if pressure goes almoJumlow so-or-so. If the user is confident
that such pressure levels will not occur, the wagris not a problem.

ERROR
Error in input data that prevents the run to statontinue. If possible, a dataset with errors
will be read and initialised as far as possibld,tha simulation proper will not start. If an
error is found in the dynamic part (SCHEDULE), the will terminate immediately. (Note
that such errors are not found before they arewerieoed, which may be far into the run. Can
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be very annoying, but can be avoided by use of WO8Ithe RUNSPEC section.)
If the simulation will not run, or stops unexpedie@dlways suspect an error, and consult the
report file, where hints to what went wrong normalan be found.

By default all input is written back to the repbie. This is normally not desired, e.g. by default
Eclipse will write all geometry data and petroplegdback, also if the data was read from an included
file (which is more often than not rather large).
Fortunately, Eclipse has a keywoNMQDECHO (no slash) which turns off writing of data to reipfile,
andECHO, which turns it back on. So routinely, NOECHOrisérted at the start of the GRID section,
and ECHO at the end, to prevent writing of the wahous GRID data (see “Basic data input
example”).

When the model has been initialised Eclipse wiiter-specified initial data to the report file
(see “RPXXXkeywords” below).

In the dynamic phase, a short convergence summavyitten at each ministep. This includes current
time, length of current time step (ministep), whistlength was chosen, how convergence performed,
average reservoir pressure and water cut. Forlsleghi Eclipse documentation.

NOTE: Eclipse batch run and LOG-files.

When starting Eclipse from the GeoQuest Launcheebia a Windows-environment, a report log
(short summary) including the messages, warningrgrand convergence reports will be written to a
console window. Sometimes we would prefer to h&igdutput to a file instead. This is possiblehia t
MS Windows environment (in linux use standard ffiddirection) if we create a DOS batch file, e.qg.
calledECL.BAT (tail mustbe BAT). In the simplest case, the file containfy@mne line which executes
eclipse: (assuming dataset na@k_CASE]),

CALL $eclipse -file GF_CASE1 > GF_CASE1.LOG

This command starts eclipse with data @e_CASE1.DATAand writes the log to the file
GF_CASEL1.LOGnstead of to the command window. To execute ttrmrmand, run the filECL.BAT

as any other windows program (noECL.BAT must be in the same directory as the data fil&him
caseGF_CASE1.DATA.

The concept can easily be extended to enablingratto starting of several Eclipse runs in a row, by
inserting more lines of the same kind (differentadsets of course) in the .BAT file, or runningeth
programs in between the Eclipse runs, to checkatifpresults etc. (The syntax of the executior]in
starting with “CALL" ensures that a command lindlwiot be executed before the previous command
has finished.)

The RPTXXX keywords

In addition to the data referred to above, whichlvgays written to the report file, the user may
specify which arrays to write to the file, and dtieh time steps if relevant. Most users find that
results are best processed graphically, hencer@égktual output to a minimum. But some times the
numeric values are needed, so it is nice to know they can be made available. The appropriate
keywords are,

RPTRUNSP
RPTGRID
RPTPROPS
RPTREGS
RPTSOL
RPTSMRY
RPTSCHED

(In addition there is RPTRST which will be covetatér.)

RPTRUNSP, RPTREGS, and RPTSMRY are rarely used-olipse documentation if needed.
Each of the other keywords is associated withtafiflags that turn writing of the specified feegon
or off. The number of flags is very long, so hemawncentrate on the most common flags — for
complete specification ref. Eclipse documentation.
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RPTGRID
All of the standard grid generation and petroplg/&eywords may be specified.

Example
To output X-direction grid block sizes, grid blotp depths, porosities and all permeabilities,

RPTGRID
DX TOPS PORO PERMX PERMY PERMZ /

RPTPROPS

Rel. perm tables: SWOF, SGOF.

PVT-tables: PVDG, PVTG, PVDO, PVTO, PVTW.
Rock compaction: ROCK, ROCKTAB

Example
To output oil-water relative permeability, live @ihd dry gas PVT tables, and compaction tables,

RPTPROPS
SWOF PVTO PVDG ROCKTAB /

RPTSOL

Output of equilibration data: EQUIL

Fluid in place reports are created by use of thg HIP, which may take four values:

FIP=0 No FIP-reports

FIP=1 Initial fluid in place volumes are reported the whole field

FIP=2 As FIP=1, and in addition initial FIP-volumas reported for all FIPNUM regions

FIP=3 As FIP=2, in addition initial FIP-volumes aeported for all FIP regions (not covered here)

If an initial restart file is requested it mustdyecified in RPTSOL (see RESTART section). The
appropriate flag is RESTART.
For normal use, set RESTART=2 (Other values, relipge documentation).

Example
In most runs, RPTSOL will be used to request atainiestart file and initial fluid in place repertor
all FIPNUM regions, as,

RPTSOL
RESTART=2 FIP=2 /

RPTSCHED

Output of results from the simulation. Can alsabed to control writing of restart files, which ke
covered later. As noted above, textual output ofagiyic arrays (like pressure, saturation) is only
exceptionally needed or desired, as they are noribetter analysed by a visualisation program.
About any array can be output to the report fid, Eclipse documentation. A couple of other useful
flags are,

NOTHING
clears the report flags (since RPTSCHED can ocewften as needed in the SCHEDULE
section, it is convenient to have a flag that dgaevious flags).

FIP
Fluid in place reports, equal to the flag in RPTS®W now reported at every milestone
timestep.

RESTART

Controls generation of restart files, as an altiivado the RPTRST keyword, which will be
covered later.
WELLS=n
Output of well reports (injection / productioneatand totals)
n can take one of the following values:
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report well flows

report well and connection flows

report layer totals

report layer totals and well flows

report layer totals, well and connection flow

S

Example
To request Fluid-in-place reports for all FIPNUMyiens, and well reports including well totals, and
from each connection, set

RPTSCHED
FIP=2 WELLS=2 /

Time dependent vectors — SUMMARY data

Most if not all single-valued results can be stdiedater visualisation in programs like GRAF or
Eclipse Office. The most common is to show evolutsd some variable vs. time, but just about any
parameters can be usedxasr Y-axes, e.g. total water production vs. total ofidarction. Such data

are called SUMMARY data, and Eclipse will store madue of each data item at each ministep in
summaniles (see below). How to visualise results in atgarocessing program will not be covered
here. The important fact to notice is that Eclipg®es only those variables the user explicitlyussts.
The data to store are listed in the summary secii@momplete list of permitted variables can bentbu

in the Eclipse reference manual. We concentrath@®igeneral syntax, and some of the most common
data.

SUMMARY data syntax

Most of the variable names are defined by fouetetbbreviations with strict rules. These names are
so common that all Eclipse users should know &t g most used of these rules.

Some exceptions occur, but as a general rule,

First character:

Field

Group

Well
Connection
Region

Block (Grid cell)

WOOSEOT

Second character:
Oil

Water

Gas

Liquid
Pressure

Treso0

If second character denotes a phase,
Third character:

P Production

I Injection

Fourth character:
R Rate
T Total

By these rules we can build many of the most comsuwmmary keywords, some examples,
FOPR Field Oil Production Rate
WWIT Well Water Injection Total
FGPT Field Gas Production Total
GLPR Group Liquid Production Rate
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Some common keywords don't follow the rules exactly

Keyword XPR X=F, R, orB) Pressure (average), (Field, RegioBlock)
Keyword XWCT X=F, G, W, QC) Water Cut

Keyword XGOR X=F G, W,QC) Gas Oil Ratio

Keyword XWGR X=F, G, W,QC) Water Gas Ratio

Keyword XGLR X=F G,W,QC) Gas Liquid Ratio

Keyword WBHP Well Bottom Hole Pressure

Forregions the relevant data is not production / injectioat remaining fluids, ratios, and inter-
region flow. Since the field is one aggregate regioost of these keywords are valid for field or
region: ¥ can take the value F or R)

XOIP Qil in Place

XWIP Water in Place

XGIP Gas in Place

Inter-region flow is defined by,

First character: Always R

Second character: O (oil), W (water), G (gas)
Third character: Always F (flow)

Fourth character: R (rate) or T (Total)

(Not all combinations are supported; ref. ECLIPSEERN. App.)

Then there are some useful keywords which are el@firom those above. OIP = “oil in place”, and
subscript 0 means “at time zero”, while no subgaripans “now” X is F or R).

XOE Oil Efficiency =20 9P
OIR,
XOEW Ol Efficiency from wells =21 - cdfromwells

OIR,

Lastly we mention a group of summary keywords fumergence and CPU (computer processor) use.
For completeness we list all (of the common ore)pugh some of the terms have yet not been
defined (time step means ministep).

ELAPSED Elapsed time in seconds

MLINEARS  Number of linear iterations for each tirsiep

MSUMLINS  Total number of linear iterations sincarstof run

NEWTON Number of Newton iterations for each timepst

MSUMNEWT Total number of Newton iterations sincarsof run

NLINEARS  Average number of linear iterations pemitien iteration, for each time step
TCPU Current CPU usage in seconds

TCPUTS CPU time per time step in seconds

TCPUDAY CPU time per day

TIMESTEP  Time step lengths

Data associated with the summary keywords

Some of the summary data keywords require additdeta. Which and what is really logical from
the context, and some can be defaulted. Also hatieEclipse always requires a terminating slash
when keyword data is defined.

Field keywords have no associated data, and hencemimgding slash. Statement valid also for all of
the convergence report keywords.
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Well keywords need the names of the wells, as e.g.

WOPR
A-1H A-OP1 B-OP2 /

Note that wildcards are not permitted here.

An empty well list means, “store data for all wgliso

WBHP
/

will store bottomhole pressure for all wells in .

Connectionkeywords require both a well name and a connecliba.connection must be a grid
block that has actually been defined as a connestithe SCHEDULE section. Since each record is
composite (both well name and connection), each briterminated with a slash, and an empty
record terminates the keyword.

Example (Connection Oil Flow Rate)
COFR

A-1H 12154/

A-1H 12155/

/

Well names cannot been defaulted, but if the cammemdices are defaulted for a well, results will
be stored for all the connections in that well.

Group keywords are not of concern in these notes, adoné handle groups, but the rules are the
same as for wells.

For Regionkeywords, if the keyword data is associated witk regiononly, the region numbers
must be listed, as e.g. region oil in place:

ROIP
1 2346/

If an empty list is given, data is stored for aifjions.
If the keyword data is associated with data ftar regions typically flow from one region to
another, then a list of region-pairs must be defimach pair terminated by a slash, e.g. Regioarwat

flux total:

RWFT

~N Rk
W wN
~ N~~~

Block keywords include a list of slash-terminated bloakices. An empty record terminates the
keyword, e.g. Block Pressure,

p
6/
1/
10 /

~0w®
oo wd
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Summary files

Summary data are organized in summary files (whrehbinary, not text files). The file
<root>.SMSPEC contains information on how the data is organizdule the actual results reside in
a file <root>.UNSMRY if unified. If non-unified files are used, theed are calledroot>.S0001,
<root>.S0002, <root>.S0003,...

The file<root>.S0001 contains results from all mini steps up to thetfimilestonesroot>.S0002
results from the first to the second milestone etc.

The EXCEL keyword

If we want access to the summary output data taeagipulate them afterwards, the summary files
are not appropriate (not text files). The keywBMCEL(no associated data) is then available, whereby
Eclipse writes a file in format readable by a spgsteeet program as Excel.

Restart data and restart files

A restart file is a “snapshot” of the reservoirtstat a certain time. l.e. saturation and preseaites
for every grid cell are saved, in addition to otbata characterising the reservoir and fluids attitine.
The reason for the name “restart data”, and trggr@i motivation for saving the reservoir state in
such a manner, is to enable a “restart” of the kitimn. In an ordinary run, when the simulation has
arrived at some date, to advance the solution & $iep to next milestone, it takes the “current
reservoir state” and solves some problem to geteeired solution. Whether the “current reservoir
state” is stored in computer memory as in a nomma| or read from a file shouldn’t matter at afi, a
long as the “current reservoir state” is exactly $ame in the two situations. The definition of the
restart file is just to ensure that the contentsheffile matches this requirement.

The reason for wanting to do such restarts is masily given by an example. Assume we
have run a simulation case for 20 years with anéefivell scenario. We now want to compare the
case to another case where we put an additioredtiop well on injection after 15 years. Obviously
the first 15 (simulated) years are equal in the ¢a®es, so we would have to perform an identical
simulation for 15 years before we do the changmt#l computing time for the run is in the ordér o
minutes this wouldn't bother us at all, but if fsxample simulation of the first 15 years took apteu
of days of computing, then we would obviously deererun as a waste of time and seek alternative
ways to do this. If we have stored the reservaitesafter 15 years in a restart file, then we cpid#
up the state from there, add another well and niy the last five years anew. (Details on how to do
this will come later.)

Since restart files contain a complete descripbibtne reservoir state, they are also well
suited for graphic visualisation of the state, ¢hg.saturation distribution in the reservoir a time.
And by visualising several such restart data iequsnce, we can get a picture of how the reservoir
state changes with time.

The dates at which restart data are stored ireitart files are callegkstart datesSince
restart files tend to be large they are normallyegated less frequently than the milestones. Also,
whether the objective is to use the restart fitepfoper restarts, or visualisation, they don&ahéo
be generated too often, as they serve their putpestewvhen the difference between consecutive files
is not too small. Recommended intervals betweernntagates are case-dependent, and would be
based on how rapid the reservoir state changeghargize of each file. Note that it is possible to
specify that the restart files are only neededsisualisation purposes (nhot actual restarts), which
results in somewhat smaller files.

Control of restart files can be done in RPTSCHE,the alternative RPTRST is tailored for
this purpose, so in these notes we will use RPTRST.

RPTRST is, as the other RPTXXX keywords controbigdh series of flags,

BASIC=m
Requests output of basic (standard) restart fiklep@rt time” = milestone)
m=1 Restart files are created at every report,time only the last one is kept.
(For unified files this switch is not available,dam = 2 will be used)
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Restart files are created on every report,tane all are kept.
Restart files are created evefyraport time. n is defined in flag FREQ.
Restart files are created at the first reptap of every year, or every gear
if n has been set in flag FREQ.
5 Restart files are created at the first repeg sf every month, or every'month if n
has been set in flag FREQ.
m=6 Restart file is created every time step (nams
FREQ=
Controls the frequency of creation of restartsfiehen BASIC = 3, 4, 5.
NORST=m
Requests a graphics-only restart file (smalletrarely an issue with today’s memory)
m=1 Standard graphics restart file
m=2 Well arrays not included
ROCKC
Output modified (i.e. actual values used at theetstep) values of cell pore volumes and
transmissibility multipliers.

333
o n
ENEANN)

m

In a standard black oil simulation, pressure, gabal saturations, and gas resolution is writtethe
restart file by default. These parameters are theyaot necessary to request.

Restart files will only be created at the requeskates if a time step is available. If for example
milestones are defined every second year, regestill not be created more often than every sdco
year irrespective of what was requested in the RFPITkReyword. Also restart files will always be
created on a milestone time step. E.g., if an gtadrthe DATES keyword was,

DATES

1 AUG 1994 /

1 SEP 1994 /

1 NOV 1994 /

1 MAR 1995 /

and restart files are requested for the start efyeyear (BASIC=4), then the restart file will rim
written 1. Jan 1995, which is not a report time, the first report time after that, namely 1. MB995.

Example
To request that graphics-only restart files ardtemievery fourth month,

RPTRST
NORST=1 BASIC=5 FREQ=4 /

Note that RPTRST can be used as often as we witle iISCHEDULE section, so we don’t need to
keep the same restart creating frequency in thdeana, but can change it when needed.

Initial file and initial restart file

The initial file, or INIT-file contains all cell-Viae static data, like porosity, permeability,..isltuseful
to have this information available for graphic éBsation, so it is recommended to always request
writing of an initial file. This is done in the GRIsection, with the keyword INIT. (See example in
BASIC data input example.) The resulting file isneal<root>.INIT

Also, the RPTRST keyword witiot write a restart file at time zero (initial restéile). Such a restart
file contains information about all the dynamicalbefore any flow starts, and is normally usetul. |
must be requested in the RPTSOL keyword by flag RS =2 (in SOLUTION section).

Restart files
If unified output has been requested, the restdet @ill be written to the fil&root>.UNRST , and a
file <root>.RSSPEC will contain information about the files. If thi¢els are non-unified, they follow

a similar naming convention to the summary fileghwames,
<root>.X0000, <root>.X0001, <root>.X0002,...
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Note that the numbering of the X-files is syncheewi with the summary files. l.e. the X-files arg no
numbered sequentially, but given a number thatoidés with the corresponding S-file. Hence, a

sequence of X-files can bepot>.X0000, <root>.X0010, <root>.X0015,
<root>.X0023,...

<root>.X0000 is always the initial restart file (if requestedjoot>.X0010 is the first restart file in
the sequence (not counting the initial), and isiee at milestone 10. The filemot>.S0010 and
<root>.X0010 are written at the same date. (Note that thisdiffsrent in early versions of Eclipse.)

12. Restarting a simulation

As described above, a restart is what we do whepigkeup the simulated state at some date (where
we have a restart file available), and start a sienulation from that date. Development of the stgte
to the point where we do the restart is then asdumeée described by the run we restart from.

In Eclipse, restarts can be done as “standardfoon SAVE files. The “standard” way is more flexiple
but the SAVE way is normally faster. We will nosdiiss the SAVE way here.

In a “standard” restart, the simulation is defimethe usual manner, but initialised by the resiatt.
l.e., the restart run needs all the standard lisigition data except the equilibration which islolger
valid. The restarted run must be given a case mffegent from the original run. Then the procedure
to create a restart run is,

Assume the original run is call&hSE1.DATA We will restart this run from time step (milestdr20,
where the state has been saved in aCli8E1.X0020.
We will name the restarted r@fASE1_R1.DATA First createCASE1_R1.DATAas a copy of
CASE1.DATA Then edit the contents GASE1 _R1.DATA
* In section SOLUTION delete equilibration keywordsad enumeration and analytic aquifers if
used).
* Insert a keywordRESTART(in SOLUTION section) to specify which run to rstfrom, and at

which time step. In our example,
RESTART
CASE1 20 /

* In the SCHEDULE section delete all well and timepgting keywords up to and including the
restart time. (But see below, the SKIPREST keyword)
» Start run (from Eclipse panel you would cho@#eE1_R1as the case nhame)

The Eclipse post-processing software knows all tiesiarts, so if the last restart is given as file
name, it will automatically nest itself backwardgshe correct beginning.

The SKIPREST keyword

The modifications to be done in the SCHEDULE sectoe error-prone, and many users have had
bad experiences with omitting too much or tooditlhta. Eclipse has therefore provided a solution
which is highly recommended:

If a keywordSKIPREST is inserted at the beginning of the SCHEDULE seGtEclipse will skip all
data that is not needed for the defined restad emter the section at precisely the correct positi
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13. Fault modelling — Non-neighbour connections

It is clear from Figure 7 (or equivalent Figureddow) that one characteristic of faults is thatjch
grid cells are neighbours is different when a faufiresent than not. The fault plane (in reality a
volume) is typically an area of crushed rock, withorer properties than the non-fault volume. To
describe flow across a fault it is therefore neass® define the possible flow paths, and theotiffe
(reduced) fault permeability.

The 7-point stencil
The numerical approximation to the differentge{l in cell (1, J, K) was, using central differences,
X

_f(+13,K)-f(1-13,K)

(24)
C(1+1J,K)-C(I -1J,K)

of
—(1,3,K
x )

whereC(l, J, K)means the cell centre coordinate for ¢ell, K), andf(l, J, K) means f evaluated at
the centre of celll, J, KY.

§ |
K @, J, K-1)
(I-1, J, K) (1, 3-1, K)
(, 3, K)
(1+1, J, K)
(I, 3+1, K)
(1, J, K+1)

Figure 15. The 7-point stencil schematic

We see thaéﬁ(l,\], K) involves cellqI-1, J, K)and(l+1, J, K). In the same manne{g,—;(l,J, K)
X

involves(l, J-1, K)and(l, J+1, K), andg—f(l,J, K) involves(l, J, K-1)and(l, J. K+1).
z

In total, evaluating and its differentials in all three directions retcell(l, J, K) involves the cell
itself and all the direct neighbouf$#1, J, K), (I, #1, K), (I, J, K£1), but not anydiagonalneighbours.
This computational scheme is called the 7-poimigteand is shown schematically in Figure 15. The
7-point stencil is the basic computational moledateEclipse. Other computational schemes exist,
with greater accuracy obtained by involving moreso In these notes we study only the 7-point
stencil.

For a cell(l, J, K), the six other cells in the computational moleswee called its (logical)
neighbour cells.

The fault layout — non-neighbour connections

In Chapter 4 we saw that Eclipse converts inputngabilities to inter-block transmissibilities, whic
are the connectivity parameters that are actuaigwuring computations. The inter-block
transmissibilities are computed for all cell-pahrat are neighbours, as in the 7-point stencil. kthe
grid contains a fault, these concepts will howewed some modification.
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Figure 16. Sand to sand communication across a fdi{ertical cross section)

In Figure 16 cell column@, J) and(I+1, J) are separated by a fault. A consequence of theigahat
cells(l, J, 1)and(1+1, J, 1) are no longer in contact with each other, and é¢he transmissibility
between these cells should be zero. On the ottmet theere is a direct flow path between célld, 3)

and(l+1, J, 1), so the transmissibility between these two célsugd be nonzero.

The arrows in Figure 16 show all possible flow gatktween cells that are physical neighbours across
the fault. Cells that are thus connected are sditinsand-to-sand contaetcross the fault. The

sand-to-sand contacts in the Figure are,

Upthrown side

Downthrown sid

Layer

1

AR IWWIN

1
2
2
3

During the initialisation phase, Eclipse will diseo all sand-to-sand contacts, and modify the

necessary transmissibilities accordingly. So is taise the affected transmissibilities that et 7t
point stencil ([, J, K)to (1+1, J, K), for K=1,2,3,4) will be set to zero, and nonzero transihilities

will be computed for all the cell pairs in the bl

Note that transmissibilities can be computed betvaegy cell pair, not only cells which are logical

neighbours. The most common case is when cells &and-to-sand contact, but there is no
restriction at all regarding for which cell pairsnzero transmissibilities can be defined.

Eclipse uses the ternon-neighbour connectidior such a case: The cells a@t logical neighbours
(i.e. their cell indices are not neighbours), Ing transmissibility between the cells is non-zee (

there is flow connectivity between the cells).

In the Figure 16 — example, ceflsJ, 2)and(l+1, J, 1) would be a non-neighbour connection, as
would the celldl, J, 4)and(I+1, J, 2).

We use the shorthand notatiiNC-cellsfor cells which are connected by a non-neighbour

connection.

Note: When defining NNC-cells across a fault, we arerestricted to cells which are in sand-to-sand
contact, any cell pair can be an NNC. In realityiflow is much more complex than just sand-toesan
flow, so it will often be necessary to define othetNCs than the ones Eclipse automatically consdruct
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We could e.g. define flow from cdll, J, 1)to (I+1, J, 1)in the Figure, even though these cells are not
physical neighbours. Note also that this is an ptioceal case, as these two cells are not non-neigish
as they are neighbours in the sense of indexireyv Between the cellg, J, 2)and(I+1, J, 3) would
however, be defined by an NNC. These are examjpleore advanced modelling, and are outside the
scope of these notes.

Fault transmissibility multipliers

It is often needed to modify (mainly reduce) trenflconductivity across the fault. As we have seen
above, the fault flow is more complex than standatet-cell flow, so modifying cell permeabilitiés
not flexible enough to control fault flow — we netedwork with the transmissibilities directly. Hotie
offers several ways to do this, but we will onlpkaoat the method that is best suited for modifying
transmissibilities between sand-to-sand contats.détlipse computes initial values for all sand-to
sand transmissibilities honouring cell permealetitand geometry (primarily the area of the shared
surface). While doing this Eclipse also buildsladaf which cells are in contact with which.

Again referring to Figure 16, where the flow acrtssfault is in theX-direction, the fault
transmissibilities can be modified by the keywbtdLTX . The keyword is most often used in the
GRID section, but can also be used in EDIT or SCHEP sections (ref. Eclipse documentation).
The easiest way to use MULTX is in combination wite EQUALS keyword. MULTX can be
specified as many times as needed, and the syh&ach line is,

MULTX multiplier BOX /

The BOX is a cell box where the multipliers appiyhen we specify a BOX for the MULTX keyword,
the affected cell pairs are constructed by, foheagdl in the box the cell’X-face (i.e. the right hand
face) is examined for sand-to-sand contact calld teansmissibilities for all such contacts are
modified. This is easier to envisage by an exangtih.referring to Figure 16, assume now that the
column denoted, J) is actually(6, 8). l.e. there is a fault betweén6 andl=7 for J=8. In practice
faults usually are several cells long, so assumkthie shown fault picture is valid fd+4,5,...,10

To modify transmissibilities associated with lageon the upthrown side, we would use the keyword,

EQUALS
MULTX 0.025 6 6 410 3 3 /
/

Now, the transmissibility between ce{& J, 3)and(7, J, 1) and between cell$, J, 3)and(7, J, 2)

will be multiplied by 0.025, for all =4 — 10

This is the really nice feature with MULTX compart@dother, more manual methods to modify fault
transmissibilities. MULTX acts oall sand-to-sand contact cell pairs emerging fronctis defined

in the box, and we as users do not even need tw liich cells are going to be affected — everything
is taken care of automatically.

If we wanted to modify the whole fault in the safashion, we would use,

EQUALS
MULTX 0.025 6 6 410 1 4 /
/

Note that we have included layer 1, even thoughrlayhas no sand-to-sand contact across the fault
(layer 1 on upthrown side — MULT&lwaysacts in the direction of increasiiindex!), as Eclipse
has no problems figuring out this itself, and arat the correct solution.

A commonly occurring situation is that the flow dagctivity is dependent on the layerslmothside

of the fault. E.g. if layers 1 and 2 connect whh fault, we want the multiplier to be 0.1, buijers
3 and 4 connect to the fault we want a multiplied.02. The keyword would be,
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EQUALS
MULTX 0.1 6 6
MULTX 0.02 6 6
/

10 /

4 12
410 3 4/

and the resulting multipliers:

Upthrown side| Downthrown side Multiplier
Layer 2 1 0.1
3 1 0.02
3 2 0.02
4 2 0.02
4 3 0.02

The examples so far and Figure 16, have dealtfaitlis and multipliers in th¥-direction, and
MULTX applied to a group of cells and cells conmelto this group in the direction of increasing
The complete family of transmissibility multipligkeywords cover all cases. The syntax is identical,
but the practical consequences are obviously éifficior the different cases.

MULTX Multipliers in +X direction (increasintrindex)
MULTY Multipliers in +Y direction (increasing-index)
MULTZ Multipliers in +Z direction (increasing-index)
MULTX- Multipliers in —X direction (decreasinigindex)
MULTY- Multipliers in =Y direction (decreasindrindex)
MULTZ- Multipliers in—Z direction (decreasink§-index)

The MULTZ and MULTZ- keywords are seldom used, arelnot relevant for faults.

Note that if the negative index multipliers aredigbey must be enabled by the keywG®RIDOPTS
in the RUNSPEC section.

Multipliers are cumulative, i.e. if the same celte modified several times, the effect will be
cumulative. We demonstrate advanced use by an dgampghe Figure 16 fault, we want the
transmissibility multipliers to be 0.1 between ptiuown) and 1 (downthrown), but 0.01 between 3
and 2. So a MULTX on layer 3 won't work, since wantto treaB to 1ldifferent thar3 to 2 For
layers2 to 1we want a multiplier of 0.5, and connections friayer 4 should have no multiplier (i.e.
multiplier = 1.0). The following combination of MULX and MULTX- does it, (refer to the Figure
while studying the example.)

EQUALS
MULTX 0.1 66 41
MULTX- 0.1 7 7 410
MULTX 10.0 6 6 410
MULTX- 0.1 7 7 410
/

033/

221

44

33/

Line 1: Multiplier set to 0.1 from layer 3, i.eofn (6, J, 3)to (7, J, 1)and(6, J, 3)to (7, J, 2)

Line 2: Multiplier set to 0.1 from layer 2 in cells7, and affecting cells with decreasing index, i.e.
cells withl=6. So the cell pairs affected &g J, 2)to (6, J, 3)and(7, J, 2)to (6, J, 4)
Since(6, J, 3)to (7, J, 2)already had a multiplier of 0.1 defined in lingHis multiplier is
now further multiplied by 0.1, and therefore therent value is 0.01 (as desired). The
connection to layer 4 is wrong at this stage.

Line 3: Multiplier for cells(6, J, 4)to (7, J, 2)and(6, J, 4)to (7, J, 3)are set to 10.
Since(6, J, 4)to (7, J, 2)was 0.1 it is now 1.0 (as desired)

Line 4: Fixes the connectid®, J, 4)to (7, J, 3) which was 10.0, now 1.0.

In real models it is generally not possible to mi@difaults as simple as e.g. “between c&H and
=7 forJd = 4 — 10.” To honour real fault geometry it isquently necessary to let the fault trace be a
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Zig-zag line in the grid. In such cases the mudigleven for a single fault can become a long
sequence of lines, where all combinations of MULM{JLTX—, MULTY, and MULTY- occur. In
some cases, editing and maintenance of the datedil be simplified by use of keywords FAULTS
and MULTFLT, which are described below. Note tlegse keywords do nothing different than the
“traditional” approach with the MULTX etc. keywords

FAULTS — MULTFLT keywords (GRID section)

The FAULTS keyword is used to define the geometrgre or several named faults. Fault
transmissibility multipliers can then later be defil by the MULTFLT keyword, which assigns a
multiplier to the entire fault defined by the FAUSTkeyword.

Note that the faults defined need not be real, ¢eragaults. It is possible and recommended, tglsin
out layers or groups of layers of whole or parta ofal fault, such that these can receive indalidu
treatment later.

Syntax FAULTS:
Any number of lines, building the faults succeslsiveach line terminated by a slash.
Syntax of each line,

Fault name ix1 ix2 jyl jy2 kzl kz2 Face

Fault name Max 8 characters, used to identify fault

ix1, ix2 Lower and upperindex for the fault segment defined here
iyl jy2 Lower and uppel-index for the fault segment defined here
kzl, kz2 Lower and uppek-index for the fault segment defined here
Face Face of the fault, which is the same asitketibn the transmissibility multiplier

would be. FacX corresponds to using MULTX, and facéandZ similar.
(Z seldom/never used).
X—, Y=, Z-are also permitted (must set GRIDOPTS in RUNSPEC).

There are some restrictions on the index boundshdmie really obvious. If for example the facs
thenix1 must be equal tix2, etc. (purpose just to exclude impossible confitjans).

Example

Assume we have a fault which looks as in Figuréséén from above)

The model has 6 layers, and we want to definersngssibility multiplier of 0.1 in the positive ied
direction from layers 1-3 across the fault, andudtipiier of 0.015 from layers 4-6 across the fault
We describe two different ways for defining the tiplilers.

112]3]4/5/6|7]|8

OO~ WIN|F

Figure 17. Example XY-view of fault.

1. Using multipliers

EQUALS
--array value ix1ix2 jyljy2 kzl kz2
MULTX 0.1
MULTY 0.1
MULTX 0.1
MULTY 0.1
MULTX 0.1
MULTY 0.1

[EEN
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NWWhbMo
NWWhrrbMo
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MULTX 01 6 6 1 2 1 3/

MULTX 0.0151 1 5 6 4 6/
MULTY 0.0152 2 4 4 4 6/
MULTX 0.0152 2 4 4 4 6/
MULTY 0.0153 4 3 3 4 6/
MULTX 0.0154 4 3 3 4 6/
MULTY 0.0155 6 2 2 4 6/
MULTX 0.0156 6 1 2 4 6/

/

2. Using FAULTS and MULTFLT keywords

FAULTS
-- f-name
Flt_top
Flt_top
Flt_top
Flt_top
Flt_top
Flt_top
Flt_top
Flt_btm
Flt_btm
Flt_btm
Flt_btm
Flt_btm
Flt_btm
Flt_btm

/

x1ix2 jyljy2 kzl kz2 Face
1

~ O~~~ ~— ~— —
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MULTFLT

-- f-name Multiplier
Flt top 0.1 /
Flt btm 0.015 /
/

We see that if this is a one-time job, the efforsétting up the fault and multiplier data is abtwat
same in the two different approaches. The advamapethe latter method is seen if we want to
change the multipliers to e.g. test sensitivitidgen we only have to change a single line in megyod
while more elaborate (and error prone) editingetguired by method 1.

Defining a fault manually — the ADDZCORN keyword

As noted earlier, almost all grids of some compieare constructed by dedicated software. This
certainly includes fault definition and final repestation of faults on the grid. Nevertheless,dlze
times when we would like to edit faults manualligher to do a minor fix that shouldn’t require a
complete grid rebuild, or non-production grids, where would like to construct generic faults
without the need for the dedicated software. Thamado do so in Eclipse are limited, and can seem
cumbersome and complicated, but still the useraldhme aware of the possibilities that exist.

The keyword ADDZCORN is used to move individualrmens in cells. It can be set to continuous
mode, in which case adjacent corners are movedtsinewusly, or cell corners can be moved without
affecting neighbour corners.

Using ADDZCORN to move all corners of a cell (or bw of cells) simultaneously
The data is given in three groups,
1. The distance to move corners, DZ
2. The box to move, ix1ix2 jyljy2 kzl kz2
3. Continuity flags ix1A ix2A jy1A jy2A (default: Ndault discontinuity introduced)

In addition there is a flag for keeping the togottom layers unchanged,
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ALL: Move all corners (default)
TOP: Don’t move bottom of bottom layer
BOTTOM: Don’t move top of top layer.

Syntax: ADDZCORN can contain arbitrary many lineach line with syntax,
DZ ix1ix2 jyljy2 kzl kz2 ix1A ix2A jylARAy Top/Bottom-flag

Use of the continuity flags

ix1A must be either the left hand bounded}, or the cell to the left of iiX1-1). The value can be
interpreted as, the first corner in the range teendlence, ifx1Ais equal taxl, cellix1 is moved,
but cellix1-1is left unchanged, whereby a discontinuity (fablis been constructed. On the other
hand, ifix1Ais equal tax1-1, then the right hand side of cell-1is moved (all associated corners
are moved simultaneously), but the left hand eddbeocell is left unchanged. No discontinuity has
hence been introduced. See Figure 18 for a vigigisof the use of the left hand (lower indexyfla
in thex-direction. The other flags act similar.

IX1=5
% : & ‘ o ‘ 6 ‘ g ‘Original layout

% ‘IX1A:IX1:5

| | | IXIA=1X1-1=4

Figure 18. Example use of continuity flags in ADDZORN, left hand x-direction

Example

We wish to move part of the grid downwards 20 ne Bbx to move i$= 5-10, J = 3-8.When
moving the box, the left and right hand boundasieal be discontinuous (fault) like in the middle
example in Figure 18. The other two edgekdifection) shall be continuous, like the lower exde in
the figure. The syntax is,

ADDZCORN

--DZ ix1ix2 jyljy2 kzl kz2 ix1A ix2A jylA jy2 A TB-flag
2005 10 3 8 165 10 2 9 /
/

Notes:

1. The continuity flags are only used when the boxeedgontinuous before the move. If a box
edge prior to the move is discontinuous, like thédie example in Figure 18, then the box
will be moved as discontinuous, and the rest ofgtfick left unchanged irrespective of the
value of the continuity flag

2. All the indicesix1, ix2,..., jylAmust be within the grid index limits. l.e. if eig2 is at the
right hand edge of the grid, it is an error to defk2A = ix2+1. When the box extends to the
edge of the grid the concept of continuity at tgesof the box becomes irrelevant anyway.

3. Normally all the layers are moved simultaneoudlpnly some layers are moved, the user
must take care to avoid unintended overlaps or giipsthe move.

4. Note that the default values of the continuity daapply continuity (no fault).
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Using ADDZCORN to move individual corners of a sintg cell

The way we used ADDZCORN above, all the eight carioé the cell were moved rigidly. At times it
is needed to move corners individually, eithemals corner, or some of the corners. In Eclipsg ighi
done by a rather special syntax in the ADDZCORNWayl. If at least one dk1, ix2, jyl, jy2is set

to zero, this is a signal that we are operatingjrigle-cell, individual corners mode.

When specifyingx1 ix2 or jyl jy2 a nonzero value means, “move this corner of cel defined
index”, where “this corner” is defined by the pasitof the nonzero index. This is best explained by
examples, where IV means a nonzero index value:

ix1 X2

v 0 Move left hand corner of cell witlk = IV

0 v Move right hand corner of cell wiik = IV

v v Move both left and right hand corners of ceith ix = IV
jyr jy2

v 0 Move “back” (northernmost) corner of cell Wiy = IV
0 v Move “front” (southernmost) corner of cellthijy = IV

v v Move both “front” and “back” corner of cell ith jy = IV

Org. layout

8 |

Move left front:
400 8

Move right front and back:
0488

I

Figure 19. Examples of use of combinations of cafidex and zeros to move individual corners

Some examples of use are shown in Figure 19. Ifighee it has been assumed that only the defined
cell is affected. The continuity rules to surrourglgrid are valid as in the section above, i.théf
continuity flags are set to the current cell, thevement will not affect neighbour cells, while et

flags are set to the neighbour cell index, the moa@ will be continuous.

So the complete syntax for the middle example gufé 19 would be, assuming all six layers are
moved,

ADDZCORN
--DZ ix1ix2 jyljy2 kzl kz2 ix1A ix2A jylA jy2 A TB-flag
1504 0 08 164 5 7 8 /

14. Aquifer Modelling (GRID section)

When a reservoir is produced by pure depletionptitg energy supply available is fluid and rock
expansion. The total fluid expansion energy is obsiy proportional to the total fluid volume. Hence
if it as an example is possible to produce 5% tHl tiluid volume by pure expansion energy, then the
recovery fraction will be much lower if all of thikid is oil (5% of oil present) than if the total
volume is to a large extent water (recovery 5%ilof avater).

Fortunately (in a recovery perspective) many reses\are connected to an aquifer, i.e. a huge
volume of water. When including such aquifers i@ $imulation model, it is of course possible to
model the water-filled volume explicitly, buildirtge grid sufficiently large to cover the entire arat
volume. This will normally require many grid blogkand can increase the model size considerably.
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An alternative is therefore to model the aquifeisbyne artificial means. There are several way®to d
this, but we will concentrate on the so-callednerical aquiferswhich also can be modelled in
Eclipse. The reasons for using a special modehi®aquifer, are
* Practical: it saves memory space and computer time
* No loss of accuracy. Since aquifers are large draes@ volumes, the computations are simple,
and as accurate on large grid blocks as on small.
» Detail water flow pattern is not needed in the watme, only the energy (pressure) support from
aquifer to reservoir, and water flux between the are needed.
Actually, the flux and energy support can be coraguwtith sufficient accuracy in a one-dimensional
abstraction of the aquifer, which is how it is implented. With this knowledge we see that a
sufficient description of an aquifer doesn’t regushape, only volumes. However, the interface
between the aquifer and the reservoir requiregpestiefinition, which is only logical.

Hence there are two aspects of setting up an agthaquifer definition(volume, properties), and
how itinterfacesto the reservoir.

Aquifer definition

The way Eclipse does it, ordinary grid cells in teservoir are used to define aquifers. The calls w
have all their properties redefined, but apart ftbat they are still part of the grid, and canm®t b
regarded as having been removed from the grid.dérmnectivity between grid cells is not changed
just because a cell is defined as an aquifer Tels means that aquifer cells should be completely
isolated from the rest of the reservoir, i.e. catglly surrounded by inactive cells.

Most aquifers can be satisfactory defined by ome @gll only. However, if the aquifer properties
and/or depth have large variation, it can be a gded to try to capture this variation by using enor
cells to define the aquifer. More than three or foells should seldom or never be necessary.

To verify this it is a nice exercise to build a plegrid including a large water zone which is ity
modelled. Then model the water zone as a numex@afer using one, two, four and ten cells. Most
probably, the results from these cases will becagigs equal.

Figure 20 shows some examples of ways to use glisito define aquifers, and the connectivity to
expect.

Active cells

. Inactive cells

Figure 20. Examples of use of inactive cells to deé aquifers (grid viewed from above)

Cell A is a typical example of using an isolated inacte# to define an aquifer. The cell has no
connection to the surrounding world at all, sontbeessary flow connections will be defined by the
user.
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Cells By, B,, Bs are connected to each other, but isolated fromesteof the grid. The three cells can
either be used to define a single aquifer, whichiaisly will have internal communication, or the
cells could define two or three different aquifexgch that the aquifers communicate with each other
Cells C, and G, are isolated from each other, and from the retefvorld. They can be used to
define two different aquifers. Using such a confidion for a single aquifer would be meaningless, a
there would be no connectivity between the twoed#ht parts of the aquifer.

Cell D is not suited for use as an aquifer cell, since it idiract contact with an active cell in the grid.
In addition to the connectivity defined by the ydkrid in cell D will flow directly into the resenir,
which is probably not intended.

Having decided which (inactive) cells from the gioduse as aquifer cells, the keywordigdinethe
aquifer is AQUNUM (numerical aquifer). The keywatdta is comprised of arbitrary many lines,
each line containing definition for exactly one éegucell on the original grid. The syntax for each
line is,

AQ-id Al AJ AK X-sect_area Length Poro Pebmpth P_init PVT-table SatNum

AQ-id
anintegeridentifying the aquifer. If several lines are usedlefine the same aquifer, only the
cell defined in the first line of definition willdbin contact with the reservoir, as defined by the
AQUCON keyword below.Note: Aquifers are identified by integers, not names)

Al AJ AK
The (, J, K)-index for the grid cell to use as aquifer cell

X-sect_area Length
The gross volume of the aquifer cell is the prodiichese two numbers. Recall that the
aquifer is modelled as one-dimensional — flow sua%ed to be in the direction defined by
Length and flux out of the aquifer is through the cresstional area defined b{¢sect_area

Poro Perm Depth
Normally we will define porosity, permeability aadypical depth for the aquifer, taken from
known properties of the water zone. If these itenesdefaulted, the values will be taken from
the grid cell as it is defined in the grid.

P_init
Initial pressure in the aquifer cell.is recommended to default this valuénereby it will be
computed from the fluid gradients and the deptindefabove.

PVT-table SatNum
These items are best defaulted. (Ref Eclipse dentation if alternative is needed.)

Example.

We will define four different aquifers, corresponglito examples A, B, and C in Figure 20. Cell A has
aquifer-id 1, aquifer-id 2 is used for cells B, aguifer-id 3 and 4 for cells C. The view in Fig@@

is assumed to be the top layEr=(Q), at the edge of the reservdir] at left endJ=1 at top).

AQUNUM

-- AQ-ID Al AJ AK X-sect Length Poro Perm Dep th P_init
1 311 2E7 3000 0.3 800 30 00 1* /
2 331 6E6 2500 0.28 1000 25 00 1* /
2 231 6E6 2500 0.28 800 28 00 1* /
2 131 6E6 2500 0.28 500 31 00 1* /
3 151 5E7 6000 0.25 300 35 00 1* /
4 351 4E6 4000 0.24 100 27 00 1* /
/

Note that the dimensions, petrophysics, and defptitiecaquifer cells bear no relation to what was
defined in the grid originally at all.

Flow between aquifer 2 and the reservoir is onlfram aquifer cell (3, 3, 1), since this cell itfirst
to be defined in the keyword. Also note the redsomising three cells for aquifer 2, to capture the
depth increase (higher fluid pressure, larger cesgve energy) and decrease in permeability with
depth.

78



Aquifer connection to reservoir

Each aquifer connects to the reservoir in one agquoill only. This cell will, however typically
connect to a large number of grid cells in themase To mimic the aquifer to reservoir flux, aldte
side of the reservoir grid blocks which the infigxcoming must be specified.

The AQUCON keyword is used to specify which ceilfstfie reservoir) a given aquifer (defined by
theaquifer id connects to. The data is comprised of arbitraapyrlines (building up the entire
definition of all connections), each line with sgxf

AQ-id ix1 ix2 jyl jy2 kzl kz2 Face TrardMy4*)

AQ-id refers to the id used in AQUNUM
ix1ix2 jyljy2 kzl kz2defines therid box which the aquifer connects to. Normally the indices
are equal in one of the directions, so that theibaot a volume, but corresponds to a surface.
Faceis thereservoirgrid block face to which the aquifer is connectBae choices are,

I— Left hand face of cell (face in negative I-direci

I+ Right hand face (positive I-direction)
J- Back face (negative J-direction)
J+ Front face (positive J-direction)
K- Top face (negative K-direction)

K+ Bottom face (positive K-direction)
TranMult is used to define a transmissibility multiplietween the aquifer cell and reservoir. The
relevant transmissibility will be computed from thguifer cell permeability and the receiving grid
cell permeability, and can be modified by setfimgnMult different from 1.0 (the default value).

Example

Aquifer 1 (cell A in Figure 20) shall be connectedhe northern edge of the reservoir grid. The
relevant cells are the rodv= 1,1 = 7-12, and assuming the grid is comprised ofagiers which all
connect to the aquifek = 1-6. Since the aquifer connects to the northace bDf the cells, the
appropriate face ig—'. We set the transmissibility multiplier to 0.75he syntax for this connection
would be,

AQUCON
-- AQ-ID ix1ix2 jylijy2 kzl kz2 Face TranMult
1 71211 16 J 075 /

/
By normal use, the reservoir grid surface defingthie index box and ‘face’ is a reservoir edge, or
connects to inactive blocks only. This conditiomwsld always be satisfied (although a flag exist to
relax the condition (not recommended!), see Eclgmsmimentation).
The keywordAQUDIMS must be set in the RUNSPEC section.

15. Local Grid Refinement

In many problems we need a higher resolution (fgret) than our grid permits. An example is where
we model gas coning near a horizontal well. Wittigh resolution description as in Figure 21, we can
track the gas front accurately, and give a goodhest for time and position of the gas breakthrough
in the well. Also, the cells are sufficiently smtdhat they can be classified as either gas filledilo

filled.

Figure 21. Gas cone near a horizontal well, fine @i, vertical cross section.
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When the same problem is modelled on a coarsergedee that the shape of the cone is completely
lost, and the front is no longer clearly defineslall the relevant cells have an intermediate gas
saturation (saturation larger in darker cells).oAgither the time of the breakthrough nor the exac
place where it happens can be deducted from thdagiion.

Figure 22. As figure 21, but on a coarse grid.

Using the resolution of Figure 21 on the entirel gsitypically not possible due to memory limitaiso
and computing time. One possibility is to extenel fine grid in all directions with coarser cells,ia
Figure 23. This is, however, not a recommendedisolusince the resulting long and narrow cells are
sources of computational errors, especially whersthe difference between large and small cells in
the grid becomes too large.

In such situations it is much better to use local efinement (LGR). As the name implies, this
means that part of the existing grid is replaced fiper one, and that the replacement is dondlyoca
An example of how this looks can be seen in Figdre

Figure 23. Extending resolution of fine cells non+iformly, XY-view
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Figure 24. Example where one cell in original grichas been replaced with an LGR

The LGRs which will be discussed in this context mgular cartesian. The appropriate keyword is
then CARFIN (Cartesian refinement). Basically & bothe grid is replaced by another box with
more cells, but there are some constraintsi{gsa®/ nzelow). The keyword is followed kyneline

of data, terminated by a slash. Note that onlyld®R can be defined in one CARFIN keyword. The
keyword must be repeated for each new LGR. Keyyie®FIN terminates current CARFIN.

The syntax is then,

CARFIN

-- -- Box to refine -- Cells in LGR

--LGR-name 1112 J1J2 K1 K2 nx ny nz Max Wells
LGR-name

Each local grid must have a unique name. All leeégrences to the LGR is by its name
The “Box to refine” is a standard grid box which teve encountered many times now.

nx ny nz
These numbers define the total number of cellaghalirection in the LGR. The numbers can
however not be chosen entirely freely. Basicalig, tonstraint is that the cell edges in the old
(coarse) grid must coincide with edges in the efigrid. Or, the number of refined cells in
eachof the old cells must be an integer. So e.g. tearse cells cannot be divided into five
fine cells, as that would give 2.5 fine cells icle@oarse block.

MaxWells
As we shall see eventually, most well keywords nbvestedefined when wells are defined on
a local grid. Therefore, the maximum number of sipkbrmitted on the LGR must be given
already when the local grid is defined.

Example

The boxl = 13-15, J = 4-5, K = 3shall be refined. On theparsegrid, the dimensions of the box are,
NCI = 3,NCJ= 2,NCK = 1. Thereforaaxx must be divisible by three, ang must be divisible by two.
It's often easier to think in terms of how manyeficells go into each coarse cell. In this case, we
divide each coarse cell into three cells inxttdirection, 5 cells in thg-direction, and 4 cells in the
direction. That waynx = 9 (three coarse cells, three fine in eadly}10 (two coarse cells, five in
each), anehz=4. So the CARFIN keyword becomes,

CARFIN

-- -- Box to refine -- Cells in LGR

--LGR-name 1112 J1J2 K1 K2 nx ny nz Max Wells
ExLGR1 1315 45 33 910 4 1/
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We see that an LGR must be defined on a BOX (egudar shape allowed). Moreover LGRs must
not overlap. They are not even allowed to touclhedleer without special treatment (see below).
LGRs can be nested, but that is not discussed here.

When the simulation includes local grid refinemettigs must be notified in the RUNSPEC section by
the LGR keyword (see page 82).

15.2 LGR on an irregular volume — Amalgamation

If we want an LGR on a volume that is not a reg8l@X, this can be done by amalgamating several
local grids into one. Each of the LGRs must berdfiin the standard manner, and hence be on a
regular BOX. There is no limit to the number of L&Rat can be amalgamated.

J\I 10 11 12 13

5

8

Figure 25. Example LGR on irregular area (XY view)

To define an LGR on an area as in Figure 25, diefine one LGR for each regular area, such that the
boxes touch each other but do not overlap. Therngammate these, as,

CARFIN

-- -- Box to refine -- Cells in LGR

--LGR-name 1112 J1J2 K1 K2 nx ny nz Max Wells
LGR1 1012 66 11 12 4 4 1/

CARFIN

-- -- Box to refine -- Cells in LGR

--LGR-name 1112 J1J2 K1 K2 nx ny nz Max Wells
LGR2 1212 78 11 4 8 4 1/

AMALGAM
LGR1 LGR2 /

/
Wildcards are permitted in the AMALGAM keyword, #ee last keyword could have been written,

AMALGAM
‘LGR* /
/

The LGRs must be compatible, as in the example bGRs havenx = 4.
It is possible to define PORO, PERM, ... on LGRg] also more complex geometry. The default is to
inherit the properties from the parent cell, whigk will be content with here.

15.3 Wells on local grids — Horizontal wells

The keywords for defining wells and completionsvialls on a local grid are equivalent to the
standard keywords, except,

1. The name of the LGR must be supplied (so Eclipsevknvhere it is working)

2. The completion indices are with reference to thdRl.@ot the original grid.
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Example

A horizontal well is defined on a standard gridrakigure 26. Assume the well is at a depth equal t
the centre of layer 2.

Figure 27 shows the same configuration using Igadlrefinement. We set up the appropriate well
keywords for both cases.

1 2 3 4 5 6 7
1
2
3

Figure 26. A horizontal well on a standard grid (XY view)

Figure 27. As Figure 26, but using LGR near the wél

For the standard grid (Figure 26) we would useh(wiell name WH1),

WELSPECS

--Wname Gname IWH JWH Z _BHP Phase N/A N/A Shutin XFlow
WH1 G1 3 2 1840.0 OIL 1* 1* STOP YES /
/

COMPDAT

- Wnm* IC JC KTOP KBTM OPEN? SatThl N/A Dw K h Skin N/A Dir r0
WH1 32 2 2 OPEN 0 1* 0.3 1* 0 1* X 1*/
WH1 42 2 2 OPEN 0 1* 0.3 1* 0 1* X 1*/
WH1 52 2 2 OPEN 0 1* 0.3 1* 0 1* X 1*/
WH1 62 2 2 OPEN 0 1* 0.3 1* 0 1* X 1*/
/

WCONPROD

We note that the COMPDAT keyword is tailored forti@al wells, where a range of completions can
be defined at once, by ti& OP — KBTMinterval. For horizontal wells, there is no subbrcut, so
the COMPDAT keyword frequently grows to a large twemof lines when horizontal wells are
modelled. This will get even worse on local grids.
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It may be surprising that Eclipse does not haviendar shortcut for horizontal wells as for vertica
The truth is, “nobody” inputs this data for hangramy. Since well and production data are so complex
and voluminous in real-life simulations these daalmost always generated by external software,
typically the SCHEDULE program. Since “nobody” needsimple input syntax for horizontal wells
anyway, the Eclipse team hasn’t taken the troubiexplement it.
For horizontal wells, the well head ind@&, JC) refers to the heel of the well (which is the efthe
well that is closest to the surface)

For the LGR case (Figure 27), the appropriate kegievavould be (first the LGR definition, then the
well keywords)

In the RUNSPEC section add a keyword

LGR
-- MAXLGR MAXCLLGR MAXAMLGC MAXAMLGF MAXLGRAM LSKABITERP?
1 500 1* 1 1 1* 1* /

(Max nbr. of LGRs in model; Max nbr of cells in ob&R; Max nbr. of amalg. coarse cells; Max nbrL&R
amalgamations; Max nbr. of LGRs in one amalgamati8iTACK for LGRs (NSTACK is defined on page
100); Pressure interpolation? (INTERP or NOINTEREf4ult)))

In the GRID section,

CARFIN

-- -- Box to refine -- Cells in LGR

--LGR-name 1112 J1J2 K1 K2 nx ny nz Max Wells
WHILGR 36 22 22 20 5 5 1/

In the SCHEDULE section,

WELSPECS

-- LGR wells must be defined with special keywords WELSPECL and COMPDATL

WELSPECL

-- Wname Gname LGRname IWH JWH Z_BHP Phase N/A N/A Shutln XFlow
WH1 G1 WHILGR 3 3 1840.0 OIlL 1* 1* STOP YES /
/

COMPDAT

COMPDATL

--Wnm* LGRname IC JC KTOP KBTM OPEN? SatThl N/A D w Kh Skin N/A Dir r0

WH1 WHILGR 33 3 3 OPEN 0 1* O 3 1*0 1* X 1*/

WH1 WHI1LGR 43 3 3 OPEN 0 1* O 310 1* X 1*/

WH1 WHILGR 53 3 3 OPEN 0 1* O 31*0 1* X 1*/

WH1 WHILGR 6 3 3 3 OPEN 0 1* O 310 1* X 1*/

WHl WHILGR14 3 3 3 OPEN 0 1* O 31*0 1* X 1%/

WH1 WH1LGR15 3 3 3 OPEN 0 1* O 310 1* X 1*/

WH1 WHILGR16 3 3 3 OPEN 0 1* O 3 1*0 1* X 1*/

WH1 WH1LGR17 3 3 3 OPEN 0 1* O 310 1* X 1*/

WH1 WHILGR18 3 3 3 OPEN 0 1* O 3 1*0 1* X 1%/

/

WCONPROD

Note that all references to cell indices are re¢atd the local numbering scheme in the LGR.

Note: For complex well paths ECLIPSE sometimes tietsvell path all wrong. The user can override
the default well-path-construction by the keywoldMPORD, whereby the completion order can be
set exactly as defined by the user.
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15.4 Horizontal wells and friction

So far we haven’t mentioned the effect of frictlmatween well casing and flowing fluids. Vertical or
moderately deviated wells are so short that tlitidn doesn’t matter, but in long horizontal wetlls
may have a significant impact on the well flow. Thetion results in an additional pressure drop
along the well, which is calculated based on thik di@ameter and the roughness of the casing. The
length of the well is always measured from thedrutiole reference point, which for a horizontal well
was the heel.

Note: When a well is defined as a friction well, itemihzhe WELSPECS keyword must be set to
‘SEG’ (the segmented density calculations mustdsail (If the well was defined by WELPSECL,
the relevant item is item 13.)

The keyword for defining friction data is WFRICTMWhis keyword can be used for wells on the
standard grid, and for wells on a single LGR. Felisvon an amalgamated LGR, keyword
WFRICTNL must be used (this keyword can also bel usesingle LGRS).

Each WFRICTN (or WFRICTNL) is used to define oned@ne only) friction well, so the
keyword must be repeated for each well.

The keyword is divided into two parts, the firstidar the well as such , the second part for
data along the well. Each record is terminated wisitash, an empty record terminates the keyword.

We describe WFRICTN here, the difference for WFRWLTis treated at the end.

Record 1,
WellName TubingDiameter Roughness FlowScaleFatto

TubingDiameter is normally the same as the diameter definederG®MPDAT keyword, but since
the diameter is used for different calculationghi@ two cases it is more flexible to define thésit
also here. The diameter can vary along the welhiith case it can be redefined in the next record.

Roughnessa number, obtained from measurements

FlowScaleFactor a scaling factor. In this context we set it défamhich is 1.0

Subsequent records
I0 JO KO Distance0 Distancel WellDirectiorKl&nd TubingDiameter/

10 JO KO
Indices for the current cell or start of a rangeadfs. (“Start” here always means “nearest the
reference point”, i.e. the heel)
Distance0
Distance from the reference point to the starhefgerforations defined in this record
Distancel
Distance from the reference point to the end efgérforations defined in this record
WellDirection
The direction the well penetrates the cell(s) dafiin this recordX, Y, Z alt.1, J, K)
IJK_end
If a range of cells is defined (not a single cehlg direction of the range is defined in the item
above. So the end of the range is defined by desindex, not a triplet.
TubingDiameter
Specify here if different from the value definedrecord 1.

Notes

When Eclipse computes the effect of the frictiomeeds the effective friction lengths. These are
obtained from th®istanceOandDistancelitems. With a fixed reference poiR0, Distance(is the
distance fronPP0to the start of the perforations, aDitancelis the distance frorR0 to the end of
the perforations. The friction length is the difaceDistancel — Distance0f DistanceOis defaulted,
it is set toDistancelof the previous record. Distancelis defaulted it is set tDistanceQ(this record)
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plus the diameter of the cell, which is the lengitithe cell in the direction set WWellDirection I.e., if
the distances are defaulted, Eclipse computes #saifrthe well path crosses the cell in the dimacti
defined by WellDirection, and the well is continsbuperforated (the perforation length is equal to
the cell diameter).

If the actual well path is aligned along one of tledl directions, the default calculation is cotréa
such cases, the automatimgedefinition can be used, by specifyiilik_end Once a well direction
has been specified, Eclipse knows which cells Heetad. If e.g. WellDirection is set t&*, thenJO
andKO will be the same along the segment, dnhjll change, so th&JK_endwill be thel-index for
the cell at the end of the range.

Default-values: Those values which are not needade defaulted. (DistanceCandDistancelare
given,WellDirectionandlJK_endare not needed, Distancelis defaultedWellDirectionis needed,
andlJK_endif appropriate).

The DistanceGandDistancelterms are especially relevant if the grid appration to the well path
deviates much from the actual well path, so théipEe-computed friction lengths will come out
wrong.

1 5 10 15 20

AV

Figure 28. Actual well path (grey) and grid approxmation (black) (XY-view)

A typical approximation is shown in Figure 28. Tdwtual well path must be approximated by a path
passing through only cell centres. The best fihésefore something like the black zig-zag-line. We
see that both perforation lengths and the lengthefvell itself is quite different if measure afptine
zig-zag path than along the actual path. Assuntiagthe left hand end of the well is the heel, e s
that in the last few cells before the toe (righdhand) actual distance is equal to grid well diséa
but for the rest of the well there is some diffeenWhen this well is defined as a friction wdile t
appropriate friction lengths should therefor be auto-computed by Eclipse.

The grid blocks are 100 m in tledirection, and 150 m in thedirection, and the well is assumed
horizontal in layer 3.

We let cell (3, 6, 3) be the well heel, i.e. thétbmhole reference point, i.e. the point which we
measure all lengths from.

Then one way of defining the friction in the welbwd be,

WFRICTN

-- Wellname TubingDiam Roughness Scale
WH1 0.35 3E-4 /

--10 JO KO Dist0 Distl WellDir 1JK_end TubingD iam

3 0.0 50.0/

3 50.0 155.0 /

3155.0 265.0 /

3265.0 375.0 /

3375.0 485.0 /

3485.0 595.0 /

3595.0 705.0 /

ooo~NOoOOTh~Ww
A OO0 OO

.“14 231 1* X 19/
/
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In all records, except the last we have expliaigyined the tubing lengths, which are a little leng
than the cell diameter of 100m, since the well pagartly diagonal to the grid. Since the distance
have been defined, the rest can be defaulted.

In the last record, we are starting on the welhsegt which is parallel to theaxis, in grid cell

(14, 2, 3). Whemist0 is defaulted, the “current” friction length is takas the last known value
(Dist1 from the record above). Wh@istl is defaulted, it is computed as:

First the cell diameters are computed. Since tHedirection isX, the diameter is 100m. Then we
have defined a range — with directidrand start cell (14, 2, 3), the end index 19 mdah8, such that
the end cell becomes (19, 2, 3). The range is heiraells, and the total length is 600m (6*100),
which is added to thBistO.

Amalgamated grids
When WFRICTNL is used, the only difference is timaall records after the first, the first item et
LGR-name. The rest of the items are as beforerdhge is used it must not span more than one LGR.

16. Numerical Solution of the Flow Equations

The objective is to give a “bird’s eye view” of hdine flow equations are solved, without going into
too much details. For such a discussion, the aitmalequations are not needed — it suffices tdloo
at a representative equation containing the negegsatures. The model equation will be,

2 2 2
Ou_0%u 0% 0% (25)
ot ox® oay® 9z°

Using central differences for the spatial approxioraand forward difference in time, the finite
difference approximation to Equation (25) is,

n+l n
ST —=Us o =2U - U g . -2U ., +U . -2U. ., +U
i,j.k i,j,k i+1,j,k i,k i-1,j,k i,j+Lk i,j,k i,j—-Lk i,jk+l i,j,k i,j,k-1

At (&X)? (Ay)? (A2)?

In Equation (26), superscripts have been usednotdehe time step.
However, no time step has been indicated on the hignd side of the equation.

If the right hand side is evaluated at time stefhen the equation can be sohegblicitly for the
solution u{,"j',lk, which makes finding the solution at time1 for all cells(, j, k) easy.

On the other hand, if the right hand side is evaldat timen+1, then all the terms excepf;, are

unknown, and the system defined by Equation (28nihk take all values must be solved all at once,
which is probably not straightforward. We denote #tmimplicit formulation of the problem, with an
implicit solution procedure.

From numerical analysis it is known that the impkolution is much more stable than the explicit
solution, and the time steps can be larger. So #amimplicit solution scheme is harder to
implement than an explicit scheme, it is genenaltyth the effort. As an example of the benefit, a
stablescheme means that it will Iself-correcting l.e., if the solution at one time step has become
erroneous for some reason, then the numericalisolwill approach the “correct” solution at
subsequent time steps. An explicit scheme doemm@neral have this property, which means that
once an error starts to develop, it will grow wiithe, so that the solution gets worse and worse.

Both explicit and implicit schemes have been use@servoir simulation through the years, but

explicit schemes are not widely used any more.défault scheme in Eclipse is the implicit scheme,
but IMPES (see below) is available as an option.
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From Equation (26) it is apparent that the celi #nter each calculation are given by the 7-point
stencil. l.e. to computein cell (i, j, k), we need the values in ce{lsl, j, k), (i, j£L, k), and(i, j, k+1).

As an example, we will build the system structuned grid with 4 cells in the-direction, 3 in they-
direction, and 2 in the-direction, i.enx=4, ny=3, nz=2When we organize the system of equations
we need to organize all the cells in one vector.d¢his by thanatural ordering,which is the same
as the book order.

Then cell(1, 1, 1)will depend on(2,1,1), (1,2,1)and(1,1,2). But in the natural ordering that is
equivalent to cell 1 depends on cells 2, 5 andii3he same manner, céR,1,1)will depend on
(1,1,2), (3,1,1), (2,2,18nd(2,1,2) i.e.: cell 2 depends on cells 1, 3, 6, and 14f.(Rigure 29)

—

//

Figure 29. Natural ordering ofa 4 x 3 x 2 grid
Continuing this way we can draw a table (matrixjocldepicts all the connections.

1 5 10 15 20
1 |x|X X X
X | X |X X X
X | X | X X X
X | X X X
5 | x X | X X X
X X | X| X X X
X X | X| X X X
X X| X X X
X X| X X
10 X X| X | X X
X X | X| X X
X X| X X
X X| X X
X X| X| X X
15 X X| X | X X
X X | X X
X X X| X X
X X X| X| X X
X X X| X| X X
20 X X X[ X X
X X X X
X X X X X
X X X X X
X X X X

Figure 30. Coefficient matrix for a 4 x 3 x 2 grid(x means “nonzero element”)
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This structure is characteristic for problems ushey7-point scheme and natural ordering. The
features are,
* The matrix issparse most of the entries are zero
» Along the main diagonal there are three rowsai #ree-diagonal main.
» At each of the sides of the main diagonal therewaoesingle bands — for this reason this kind of
matrix is called a 7-diagonal matrix.
* The main diagonal is “blocked”, each block comptisénx x nxlines / rows iGx = 4in this
example).
» The first side-band is at a distarmoe(4 in example) from centre.
» The second band is at a distang&ny (12 in example) from centre. (This band is missing
two-dimensional problems.)
Verify that the set-up leads to this structure gisyand picture the scheme for larger problems.

Comments
» The structure in Figure 30 is a result of the waynumbered the cells (natural ordering). Other
orderings are also commonly used, the objectivegol get a structure which is optimally suited
for some solution procedure. We won'’t pursue tBjgeat, but note that all such (sensible)
ordering schemes results in a sparse banded matrix.
» Solution of systems of equations with a sparse &éastructure has received a great deal of
attention through the years, and many efficientspetialized routines exist.
» The black oil equations are actually a little mooenplex than our model example, e.qg.
o Each “element” in the matrix is actually a 3 x 3tma(2 x 2 for two phase problems), as
the primary variables are not scalars, but typyddle vectorS,, S, p).
0 The black oil equations contain strongly nonlineams, as e.g. the mobility

- krI (S)

1 (P)B(p)
The system in Figure 30 is therefore ntihaar system of equations as known from
linear algebra.

* The “nice” structure of the matrix is a result tict adherence to the 7-point stencil. Recall from
the discussion on faults that honouring sand-tatsamtact flow gives rise to non-neighbour
connections, which in this context are charactdrisenot adhering to the 7-point stencil. NNC-
terms will generate non-zero elements outside tstarrdard bands, and also zero elements on the
tridiagonal, which can have a deteriorating effatconvergence properties. For grids with very
many faults, so many off-diagonal terms are gerdrttat the matrix often can no longer defend
to be calledsparse
The specialized methods which have been develapsdlte the 7-diagonal system are therefore
often not suited for the real problems that evatvgrids with NNCs. The solution method used
by e.g. Eclipse is perhaps not the fastest fqoralblems, but it has proven itself to fmbust i.e.
it manages to solve most problems that arise.

| l=owg

Before we continue to describe the solution scheseel by Eclipse, we will look at another scheme
that has been, and still is, very popular in resiersimulators.

The IMPES method

IMPES is an acronym famplicit pressureexplicit saturation. The method is hence an intermediate
between explicit and implicit methods, and has sofrtee advantages of pure implicit methods but
with less labour. As the acronym implies, IMPE& isumeric method where saturations are updated
explicitly, while the pressure equation is solvegpiicitly.

First we generalize the expression Equation (18) 28) a little. Firstly, in that example we assdme
one-dimensional flow and disregarded gravity. eéhdimensional problems with gravity the term

? becomedip-)dz (yis the gravity term). This term is defined asfib@&l potential ¢,
X

Oy =0p- )z (as usual with subscripts o, w, g when referrmghases).
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Further, using the fluid potential, the right hasde of Equation (13) generalized to three dimarssio
becomes (onlx-direction term shown here)

1 KA ~ _ KA )
g{( A lﬂ/z(wm ) ( - l_m(z/fi wi_1)}ijAzk 27)

As a shorthand notation we define a variant ofgmaissibility, T, by this expression as,

_ LKA ) -[ KA _— _
AXTXAXl//—AXi {( Ax ]i+1/2(¢/|+l w') ( AX l_llz(él/. l//l—l)}AYIAZk (28)

(A with a subscript means “difference in the directd the subscript”, e.g.
A =fE+a)-f)=f@E™-ft"))

The definition (28) is for the-direction differences. Similar terms for tixeandz- direction
differences are obtained by cyclirgy, andzin the definition. The total flow is then given,by

ATAY =AT,Ap+0 T A W+A T Ay (29)

For simplicity the phase subscripts have been ethithese will be used when necessary.
Then the black oil difference equations become,

AT\ AY, +q, j =CiA(¢8by), 1 =ow (water, oil) (30)
AT AY 4 +ARTAY, +dg i = Ci Ay (¢84bg + PR Sb,) (gas) (31)
. 1 _Vijk B AX AyiAzk . .
In Equations (30), (31)y "5 and Cy, B vEl ve— (for a rectangular cartesian grid).
|

It is easily verified that the product rule forfdifentiating can be applied to differences, as in
A (FG)=F"A,G+G"AF (32)
At (AB) = (AB)n+l _(AB)n - An+an+l _ Aan -
AI"I+lBI"I+1 _An+an +AI"I+an _Aan -
A™A B+B"AA

Using Equation (32) on the right hand side of Eiqumst (30), (31) gives,

D (g8by) = (¢by) ™A S + S (¢y) I=o,w (33)
A’( ((oRssobo) = (msbo)nﬂAtSo + SgAt (msbo) (34)

Now we want to eliminat@, S, | = o,w,g from Equations (30), (31), using (33) and (34 ®Wso
eliminate gas saturation I, +S, +S, =1

S (BTuB Y * ) = (D) 8,5, + SIA, (4b) (35)

ijk

1 n+ n
C (ATOAwo + qo,ijk) = (@0) 1AtSo + So At (@o) (36)

ijk

1
—— (AT, A, +ARTAY, + Gy iy ) =
Cijk ( g l//g Rs l// QQ,jk) (37)

(#0g) "™ (=4S —DSo) + (L= S5 —SW)A (¢hg) + (PeR) A S, + S7A, (¢b,Rs)
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This is a system of three equations in the two onkis A, S, andA,S,, that can be solved by a linear
combination of Equations (35) — (37). One such doatipn is,

1 1 Ry 1
7 [EAE) +{bg+1 "o }[ =000 s (E4 87

Performing this summation and reorganizing, thiatrigand side of the sum becomes,

I I -
At¢+¢n{bn+1 Aby, + bnil Ab, + el Aby + b”+f AR (38)
w 0 g 9

In this expression, saturations only occur at titepn, i.e. explicitly.
. ob,
By the chain rulep,b, =a—'At P .
P

Since capillary pressure is a function of saturatand the saturations are treated explicitly the.
saturation is the same over a time step), capipjaggsure will not change during a time step, ab th
Aipy =P, =Apy =4, p, the last equal sign being a definition.

The three first terms in expression (38) are verylar, so define a valu€; by,

) S" b | S oR
C, —{ 2 " ap [T op (39)
g

I=o,w,g bI
Using (39), Equation (38) can be rewritten as,
Ap+@"CiAp (40)

Equation (40) has the form of “change of porositg o compressibility”. Now introduce rock
compressiorC, by A,p=C,¢"A, p (41
Then Equation (40) becomés, +C,)¢ A, p

Developing the left hand side of the sum that teBquation (38) and using (41) we finally arrive at
the pressure equatign

By AT, Ap,, +(BY™ - BIRIAT, Ay, + B (AT,A + ART, A, )+
+Byay + (Bg™ —Bg ™ R{™)q, + By ag (42)

_ Vik n
—E(Cr +Ce'Ap

In Equation (42), saturations and all variables #na saturation-dependent have been found at time
stepn. Equation (42) is then solved implicitly for prass (including pressure-dependent variables).

The explicit nature of the saturation computatisisnormally dictate relatively small time
steps, especially when saturation changes rapidly.

Mass Balance

In production reservoir simulation, conservatiomw@ss is a must. It is therefore standard procedure
to use mass balance as a convergence controlamit&.g. for the solution procedure above, one
would not eliminate gas saturation as we did, batgute all saturations independently. Then the
consistency requiremerg, +S, +S; =1 would be used as a control criterion for mass eosaion. If

the sum of saturations was not sufficiently clasenity, the procedure would be iterated until
convergence was satisfactory.
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Solution of Non-linear Equations — the Newton-Raphs  on method

As noted, the black oil equations are non-lineaustandard techniques for solving linear systeras ar
not applicable to the difference form of the equradi We will first look at the Newton-Raphson
method, a popular and powerful technique for sgivinn-linear problems, and as an introduction
describe this method for scalar problems.

We want to solve the non-linear equatf@r) = 0, wherey = f(x) is some function, e.g. the one shown
in Figure 31.

The method is best described as an algorithm,
Choose some arbitrary starting paihtFindy® = f(x°).

Find the tangent tg = f(x) in the point(<’, ).
Find the intersectior’ between the tangent from (2) and haxis.

If f(x") = 0, or sufficiently close to 0¢" is the sought solution.
Else continue procedure as in (2), (3), (4) undihergence, defining poink$, ¢, X',...
approaching the solution.

pwbdE

In Figure 31 we can see how the poidtsc, ¥,... approach the zero of = f(x),and can easily
convince ourselves that this procedure will congdmthe solution.

A

y=f(x)

>

Figure 31. Solving a nonlinear problem with the Newon-Raphson method

The tangent equation is
y=f(x°)+ £ (x°) dx-x°)

The pointx* is found by setting = 0 in this equation, so that

1_0_ (X% 43
X" =X 00 (43)

(We must require the derivati¥éx®) nonzero, but this is only logical since a zero\d#ive means
the tangent is horizontal, and hence cannot intethex-axis.)
The “stop-criterion” isf{x)| <&, wheree is some predefined error tolerance.

The algorithm as a computer code would look like,

X = XO0;
do
x = x — f(x) / diff_f(x);
while(abs(f(x)) > epsilon);
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At each iteration, we can define the differencaveen “this” and “previousk asAx‘. E.g. at the first
iteration, Ax® = x* -x°. Then Eq. (43) can be written
f'(x)Ax* + f(x) =0, (44)
which is a more suitable form to generalize to sgvdimensions
Newton-Raphson for systems

The method described above can be generalizedtersy of non-linear equations. The notation and
implementation become more complex, but the unawyligea is very much the same.

The nonlinear problem is,

F(x)=0
Fo(x)=0 (45)

Fa(x)=0
wherex =x,,...,%, and the initial guess is.

The system equivalent of the derivative o the total differential of thE;. So assuming thevalue
afterk iterations is<*, the equivalent of the tangent in Equation (44) is

%(x") X" +F(x*) =0, orexpanded,
X

F F F
h(x")Ax{ +h(xk)Ax'; +...+ﬂ(xk)Ax'n< +F(x*) =0
0X%q 0X5 0Xp,

OFs kvaok 2 OF2 kv aok OF, Ky Aok K

2 xOAXK + 2 (KA o+ 2 (xkXRYAXK +EL (XK = 0

2%, (X")Axg o, (X")Ax; ox. (X)Axn +Fy(x7) (46)
OFn kvaok 4 OFn kv auk OFn iy aok K

— (X")AX; +——(X")AX5 +-+——(X")AX, +F,(X") =0

2%, (X")Axg 2%, (X")Ax; ox, (X7)Axy +F,(x7)

The equivalent of Equation (44) is to solve Equa(46) with respect to thax* = (AxS,...,AxX) .
Then the solution vector can be updatedkt§ =x* + Ax*, and the procedure continues until

“F(xk)“ <¢, where|i is some norm, e.dF| =maxF|, |F|=>_|F]|. or|F|= {Z (F, )2}1/2.

Unfortunately, solving Equation (46) with respaxtiieAx generally requires a lot more work than
solving Equation (44). Equation (46) is a lineasteyn of equations, so the multitude of methods
developed to solve such systems are available.

Application to the black oil equations
To get the difference form of the black oil equati@s in (45), we rewrite Equations (30), (31)
slightly, Define functions$-;, F,, F; by,

FL =AT,AY, +dy ik —Cix i (¢B,by) (47)
Fo =AT, AW, + g —Ci B¢ (¢5,b,) (48)
Fs =AT AP 4 +ART AP, +dg i —Ci At (#54bg + PR S,by,) (49)

Then Equations (30), (31) are equivalently formedisds

Fi=0,i=1,2,3 (50)
(with theF; defined by Equations (47) — (49)).
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We take phase pressures and fluid saturationséathree phases as primary unknowns, so that our
independent vector variable in a three phase pmoEey = (Dw, P, Py Sv S S)-

(In practice we could use= (p, S., §), and determin@, andp, from capillary pressure, ang,
fromS,+S+§=1))

The first equation in the system (46) then becomes,

O ppy+ Fpp, + Fapp + Fips + Fapg + Fips +F, =0
op,, op, op, 0S,, 0S, 0S,
_ | 9F ,aFl | oF, | oF, ’aFl | oF, DV+F =0 51)
op,, 0p, 0p, 9S, 0S, 0S,

- O,FMV+F =0

Assume now that we are iteratingwrand the solution at the current iteration'iswe use the
shorthand notatiom O CC to mean “celk is in the computational cube”, i.e. the 7-poietstl
centred at.

Then the “next” Newton-Raphson iteration towards gblution to the problem (50) is,

> (0 Fn AV)E +FX =0, m=123 (52)
dicc

This is a system of linear equations we can s@\g,with the techniques described in the next
chapter.

Overview of equation solving (time step advancement ) in Eclipse

The complete procedure for advancing the solutimmtone step by the Newton-Raphson method is
then,
1. Formulate the problem (50), with current valuethefv-vector as start-values
2. Solve problem by Newton-Raphson
a. Formulate “tangent equation”, Equation (52)
b. Solve Equation (52) fahv*.

3. Check error criterimﬂF(v")” <¢ (53)
4. If solution has converged, OK, else updateector and repeat from 1).

The solution is hence found by iteration accordmthe Newton-Raphson scheme. These iterations
are callechon-lineariterations Newtoniterations (in Eclipse terminology) outeriterations. Note
that when the error criterion (53) is fulfilled etlsolution procedureasconverged, and the correct
solution has been found. We stress this beforedotting a new player in the game.

Point 2b), Solve Equation (52)n®t a trivial task. Typically, about 80% of the topabcessor time

used when doing a simulation is spent on this pmbDetails will come later, but for now we just
state that the only viable way to solve the lingablem is by iteration. So machNewton iteration,

the linear problem is solved by doing a numbdinafar iterations, also calleidiner iterations. The

linear problem has converged when a similar emitergon to (53) is fulfilled. But there is a great
difference. In this case only a sub-problem toatiteial task has been solved, and convergence of the
linear problem only means we are one step clostetdinal solution. In that view, it is not always
critical if the linear equations are not completebywverged, as long as Equation (53) is fulfilledhe
end. We will return to this discussion in the setibn convergence and time step control.

The fact that we operate with two different kindsterations can be confusing. The algorithm below
is an attempt to clarify,
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I/l Pseudo-algorithm for Newton-Raphson for systems

initialise(v);
do {
//Non-linear iterations
formulate_non_linear_system(v);
make_total_differential(v);
do {
/I Linear iterations:
update_linear_system_variables(v);

while((linear_system_has_not_converged(v));
update_non_linear_system_after_linear_convergenc e(v);

while((non_linear_system_has_not_converged(v));

17. Iteration methods for linear systems

As noted above, each non-linear iteration requhressolving of a linear system of equations, and a
substantial part of the total computing time isrgpe solving this system. Through the years atgrea
deal of effort has been put into development ofhmés that solve linear systems more efficiently an
it is fair to say that a major reason Eclipse glyiddlecame so popular was its linear solver, which
made it possible to do real-size three dimensimsdrvoir simulations with implicit solvers that
permitted large time steps. In this chapter we adcribe the technique (developed by Appleyard,
Cheshire and others in the 1980s), after firstiloplat fundamental methods that preceded it.

Notation:

Boldface capitals will denoten(x ) matrices.

If A is a matrixg; will be the element oA in columni, rowj.
Boldface small letters are used for vectors.

The problem to solve is always

Alx=b (54)
whereA is a sparsea x nmatrix, and the unknown vectorxsso that we seek,

x=A"b (55)

If A is tridiagonal, the problem (55) can easily be sdlexactly by the Thomas algorithm. Apart from
that special case, iteration techniques are theapplicable candidates for solving (55), and ahatw
we will concentrate on.

Equation (54) expanded becomes,

n i-1 n

Z‘ia\j x; =b;, i=1..n; or solved for: X, :i(b, —Zaﬂ X, — > 8 xj] (56)
i= i

Direct, simple approach

Update allx; by previous iteration values. Working from rowridadownwards, we get (with
superscript denoting the iteration counter)
Start with some initial value (“guess”) far calledx’. Then fork=1,2,3,...

N 1 i-1 n
X 1:f{bi ‘Z;"J\j X =D a XTJ (57)
j:

&ij j=i+l

Continue until convergence, i.e. the system has bekved to required precision.
The method (57) has very poor convergence (ancblsaply not used at all).
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The Gauss-Seidel method

A simple improvement to scheme (57) is to use fhaatedx-variables as soon as they become
available. This approach is actually easier to engnt.
The difference from Equation (57) is small but intpat,

. 1 i-1 . n
xf :;{bi -2 Xt = 28 x| (58)
=1 |

i j=i+l
This scheme, called Gauss-Seidel, has much betteeogence properties than (57).

Accelerators — the point SOR method

Equation (58) still has much room for improvemémtagine that the update performed on a single
iteration by Equation (58) changes the solutioriaein the correct manner (“pushes it in the right
direction”), but e.g. not enough. So if we couldisp it a little further” the system would obviou$B)
converge in fewer iterations. Such arguments ardahndation for many acceleration techniques. We
first look at one called point SOR, where SOR méaunscessive over-relaxation”.

The scheme is,

ket _ 1 I k
yEt= b -3 g - ) K
I g | ,Z;i a j;—lj : (59)

K _ ok K+ _ ok
X=X Ay X)

So first a temporary-variable is found exactly as in (58), and thenxtivariable is updated by
“pushing” the update a little further than the Ga@eidel scheme, byralaxation parametetu Note

that if w= 1, point SOR is identical to Gauss-Seidel. Waetioint SOR really is an improvement
over Gauss-Seidel depends entirely on the relaxaamameter. No general rules for definiagan be
given, except that the optimalis between 1 and 2. With a lucky or good choice tifie system can
converge very quickly, while other values can dtyugive a performance degradation.

In conclusion, point SOR can be very efficient d@od relaxation parameter is found, but the method
is problem dependent, and not very robust. (lL.@o&sn’t solve all systems).

The point SOR method has seen many improvemegtsleck SOR and different versions of line
SOR. Mostly the methods are efficient, especidltse which are tailored to a specific matrix
structure, but the efficiency is always dependenthe relaxation parameter, which may be a
disadvantage. We will not discuss the other SORatt here, but go directly to the relaxation
method used in Eclipse.

Conjugate Gradients — ORTHOMIN

Motivation

In the point SOR it was loosely referenced to “mgkhn the right direction”. If the problem is one,
two, or three-dimensional we should have no difficin visualising the direction from the current
solution vector to the final one. But the problemesencounter ane-dimensional, witim normally
very large. So which direction to move the curnesttor in, and criteria for if we are moving in a
sensible direction or not can be hard to formul@hese questions are directly addressed in the
conjugate gradieninethod, which combined with ORTHOMIN (orthogonahimisation) is a
support pillar in the linear solver in Eclipse.

The orthomin procedure defines a sequence of “Bearctors”,q°, ', ¢°,... Eachy defines a “search
direction” in then-dimensional solution space, such that

» When a newg-vector is constructed, it should be orthogonalltgreviously used-vectors.
« Eachg® should optimally be the best search directionlalsi at the present stage of the process

Two g-vectors are orthogonal #q* (Aq’ =0 whenk #j.
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As usual we start with an initial guess Then at each iteratior,is updated by,

Xk+1 - Xk

+a*q (60)
(Note the similarity to point SOR, Equation (59).)

The relaxation parametef is tried optimized, but note that in contrasttte SOR methodsy here is
updated at each iteration.

The residuat“** is a measure for the current error, and is zext ifis an exact solution to the system:

r1 =p-aAxk1 =p-Axk -Aw*q* =r* -w*AgX (61)

We now determinex by finding min”r k+l
w

2
Hrk+1 =kl kel = ko gk gk k ag K + (o) 2Ag* TAGX (62)

The minimum value is found where the derivativeaso:

. a2 0 +112
maljn”rk o a?”rk 1" =0
= -2r“Ag* + 2 Aq¥ Ag* =0 (63)
_ g
~ AgX [Ag

We see that the solution found in (63) is the @dlution to the minimisation problem. Moreover, it

2

K™ o0 whenw — +oo.

must be a minimum sinc#e

Construction of the g-vectors
At iteration stefk, the nexy, g“*, is constructed from the most recent residualaafidear
combination of all previoug-vectors,

k .
qk+1:rk+l+zalj<qj (64)
j=0

where a']-‘ are parameters to be determined.

SinceAq***aq! =0 for allj=0,1,....k we getk equations for determining the unknowf]-ﬁ:

0=Aq“"'Ag' = Ar*" [Aq' + > atAg’ Ag' (65)
j=0
The termAq’ [(Aq' =0 if i Zj, so all terms in the sum vanish, except wiven:

0=Ar*" g +afAq' (A’
«_ Ar<ipg! (66)
= af=-"_—__—"1
Aq' [Aq'

The orthomin algorithm has then been established:
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Set initial guess’, andr =b —Ax, q° =r. Set iteration countdr= 0.

while( not converged) {

Setw by Equation (63)

Updatex by x = x+ ofg"

Updater byr =r - ofAg*

If not converged {
Updatea by Equation (66)
Updateg by Equation (64)

}

Increasek

}

The orthomin procedure can be shown to convergaaiximumn iterations (wher@ was the matrix
dimension). This is however a theoretical limitdanuch too large to be of interest for typical
problems. Experience has shown that the methodecgas in maximum a few tens of iterations. As a
rule of thumb, if orthomin hasn’t converged in abbQ iterations, it is recommended to reduce the
time step. Also, for orthomin to function accordiaghe theory it is necessary to staliepreviousg-
vectors. Since each vectomslimensional (i.e. large), there will normally ben@mory limitation to
how manyg-vectors that can be stored. If this maximum hanbeached, the procedure will discard
vectors from the beginning to create necessarpgtoBut then the search direction that was
discarded will most likely be the optimal searctediion available. With a (small) finite numbergpf
vectors stored there is hence a risk that the pruoeewill be running in loops.

But we shouldn't stress these problems too much experience the method generally has excellent
performance.

Preconditioning

Another or additional method to accelerate solahlinear systems is the so-callpreconditioning
For Eclipse (and other simulators), ORTHOMIN aldmaot sufficient to solve the linear equations
with needed efficiency — preconditioning is alseded, and for Eclipse is at least as importarti@s t
iteration method to acheive speed-up.

Basically, the argument is, can the original problee replaced by an equivalent problem that ieasi
to solve? Problems whefeis a diagonal matrix are trivially solved, and tigective of
preconditioning is to change the system so thatdedficient matrix becomes “close to diagonal”.

Our problem wasA [x =b. Multiplying this equation by the identity mattixB B changes nothing:
AB'Bx=b = (AB !)(Bx)=b (67)

Bx is a vector of similar complexity &s so almost no extra work is required to comBxe
If AB™ = | the system (67) will be easy to solve (i.e. itwenges very quickly if an iteration method is
used). Obviously if this is going to work, the effto define and invel must be substantially smaller
than solving the original problem, hence ideally,

*« B=A

* B is easily inverted.

But if B = A, invertingB is as difficult as inverting\, and we are no better off. So the challenge is to
construct an effective preconditiori2mwithout too much extra work.

Before we describe how this is done in Eclipse wkeleok at how preconditioning affects orthomin.
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Preconditioning and Orthomin

If A has been preconditioned, the equations in the GBI description are changed by replacing
A with AB™ andx with Bx. Then Equations (60) — (66) become,

BxL = Bk + g = K = xk + ofB g (68)

rkl=rk - ofABg* (69)
K Lk

r*[AB q (70)

~ (ABg¥) [{AB Tq)

g (AB'lr k+1) {AB —1qi) (71)
' (AB™'q'")AB 'q')

Note thatg always appears &'q. We can therefore redefine thevector toB™q, whereby the
Equations (68) — (71) become almost identical &irthrigins.

The pseudo-algorithm for orthomin with preconditranis then,
Set initial vectox’. Definer® = b —Ax° andq® = B*r°.

Set iteration countds = 0.
while(not converged dt > max permitted number of iterations) {

o r* g
AqX TAQX
XKH = xK 4 gfgk
L A L
for(i = 0,...K) {

gk = _(ABTT ) A
' (Aq')IAQ")

}

k
qk+1 - B—lr k+1 +Zaikq|
i=0

}

(We have omitted the non-essential required maatifa if only a limited number aj-vectors can be
stored.)

The question of how to determine a good or optipnatonditioneB is still open. Eclipse does this by
a technigue calleNested Factorisatignwhich is the last element of the Eclipse linedver
procedure.

Determining a preconditioner — Nested Factorisation

Recall the structure for the 7-point stencil schewtdch was a 7-diagonal matrix. We rewrite the
example of Figure 30 with a slightly different niiba,
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D | Ul uz2 U3
L1 | D Ul U2 U3
L1| D |Ul u2 u3
L1| D U2 U3
L2 D | U1l u2 U3
L2 L1| D[ Ul u2 U3
L2 L1| D| Ul U2 U3
L2 L1]| D u2 U3
L2 D| U1 U3
L2 L1| D | ul u3
L2 L1| D| Ul U3
L2 L1| D U3
L3 D| Ul u2
L3 L1] D| Ul U2
L3 L1] D | Ul u2
L3 L1| D u2
L3 L2 D| U1 u2
L3 L2 L1 D| Uj u2
L3 L2 L1 D| U1 uz2
L3 L2 L1y D U2
L3 L2 Dl U]
L3 L2 Ly D U1
L3 L2 L] D |Ul
L3 L2 L] D

Figure 32. Labelling the seven diagonals in a 7-@jonal matrix

The nonzero entries in the matrix have been lath@&léor the main diagonal, and L1, L2, L3 for the
lower diagonals, U1, U2, U3 for the upper diagonale way the matrix was set up, the D, L1, and
U1 correspond to communication between the cemrlid€icj, k) and the neighbours in the x-direction
(i1, j, k). This is a result of the natural ordering, and @ed earlier, the structure of the matrix is a
result of the ordering used.

In the natural, or “book” ordering, by Eclipse ténalogy, thex-direction would be denoted as
“direction T, the y-direction as direction 2, and thez-direction as tlirection 3. l.e. “direction T is
the one where the index changes fastelitettion 2 is used for the second fastest, adiéction 3
for the slowest.

All permutations of tlirection I’ — “direction 2 — “direction 3 will give the 7-diagonal matrix
structure seen in Figure 32, but the communicaticection will be different between the D, L1-3,
and U1-3. E.g., if thedirection is chosen aslitection T, L1, D, and U1 will correspond to
communication betwee j, k) and(i, j, k+1).

So irrespective of the ordering scheme, the caeffiamatrix will be (using for the matrix
comprised of all the D-elements etc.),

A=D+L1+Ul+L2+U2+L3+U3

(Reminder: All the “elements” in Figure 32 are adlyi2x2 matrices for two-phase flow, 3x3 for
three-phase.)

Without proof we state that in genetlaé most efficient ordering scheme with respesbteing the
system is such that “direction 1” is the directiohhighest average transmissibility, “direction 2”
next highest, and “direction 3" lowest transmis#itlyi.

This criterion for setting the ordering schemesesdias default by Eclipse, which means that in most

simulations, tlirection I’ will be the z-direction ¢-permeability is normally lowest, but the average
cell thicknesses are typically much smaller tavilengths.)

Users can change the ordering by the SOLVDIRS kegw@&enerally not recommended.)
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The technique calledested factorisatiors a step-by-step procedure to build the precanditg
matrix B. The method may look complex and laborious, bepkie mind that it is aiterative
construction, such that the right hand sides ofdalewing equations are to be understood as “the
values known from previous iteration”.

B is built iteratively by a sequence of factorisatip

B =(P + L3)P(P + U3) (72)
P = (T +L2)TXT + U2) (73)
T=(G+L1)GYG + U1) (74)

G is a diagonal matrix, defined by,
G = D - L1G'U1 —colsum(L2T *U2) — colsum(3P'U3). (75)

The procedure is initialised by constructi@gell by cell using (75), and then the updates (¢j5)
are performed iteratively until convergen&dhanges less than tolerance between two iterations

“colsum” means the column sum of the matrix.
The wayG is defined implies that colsumj = colsumB), which ensures no mass balance errors.

18. Convergence Control Il — TUNING parameters
Summing up the discussion of the previous chapters,

At time stept”, we have a solution= (py, P, Py Sv S S)-

To advance the solution to tintl&*, with 4t = t™* — ', we must solve a nonlinear problem. The
solution procedure was,

Define nonlinear probler(v, t™") = 0.
1. Solve nonlinear problem by Newton-Raphson, usftigv(t") as start value.
a. Construct “tangent” — total differential of non-ar problem.
= linear systeni\x = b.
b. Solve linear system
i. Precondition matrix
ii. orthomin — iterations
iii. End iterations when system has converged
2. Continue iterations until system has converged.

In this solution procedure, there are many pararmetlich have influence on how the iteration
procedure performs.
1. At
All iteration processes perform best if the startialue is close to the sought solution. E.g.
returning to the first non-linear problem we solweith Newton-Raphson (Figure 31), it is
easy to imagine that ffx) has many zeros, and we start far from the soughtwe are going
to get the wrong result. Ht is small, the solution will probably not changetthmich over a
time step, so that the iteration starting val(t8) is close to the sought solutig(t"*"). In
general we wantlt as large as possible, but it is always an opticedoce the time step size
if convergence problems do occur.
2. lteration control on outer (Newton) iterations.
a. The error tolerance, when has the process converged
b. The maximum number of iterations.
Normally the process will converge after not toam#erations.
But what if it doesn’t? It may happen that we aeirig a problem that will never
converge. We can't allow the computer to contirtaeating till the end of history, so
at some time we must say “enough is enough”.
c. What to do if the problem for some reason didniivarge?
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3. lteration control on inner (linear) iterations
a. Error tolerance
b. Maximum number of linear iterations
c. How many search directiong-gectors) to keep in memory?
In principle allg-vectors should be kept for good performance, topiractice
available computer memory doesn’t permit this.
d. What to do if linear system does not converge.

Time step control was discussed in section 8.3 sante more follows below.

The other parameters can all be controlled by seg,@nd although Eclipse has a good
automatic time step and convergence control, fgel@roblems user action will often be required to
achieve optimal performance.

In general it imotrecommended to change the default values for eslerances. These are
defined in the second record of the TUNING keywavHich as a rule of thumb should never be
altered. (No rule without exceptions of course.)

The third record of the TUNING keyword has the synfusing Eclipse terminology),
NEWTMX NEWTMN LITMAX LITMIN MXWSIT ...

NEWTMX Maximum number of Newton iterations in a gémtep (default 12)
NEWTMN Minimum number of Newton iterations in a gnstep (default 1)

LITMAX Maximum number of linear iterations in eatlewton iteration (default 25)
LITMIN Minimum number of linear iterations in ea®ewton iteration (default 1)
MXWSIT Maximum number of iterations within well flo calculation (default 8)

The parameter controlling the numbeirgefectors to store is not defined in TUNING. Sinbest
parameter directly affects the amount of computemary to reserve, it must logically be defined in
the RUNSPEC section, with keyword NSTACK:

Example
NSTACK
16 /

sets the number of search directions to keep t¢Tt® reason for the name is that the memory area
where the vectors are stored is organized as wlamputer terminology is called a stack.)
The default value of NSTACK is 10.

Obviously, the way LITMAX and NSTACK are relatecefohing an NSTACK larger than LITMAX is
going to be a waste of memory space, since thertotaber ofg-vectors that are defined throughout
the process can't be larger than the number oéatiiterations.

l.e.: Always use NSTACK LITMAX.

The default values for time step and iteration mmmwork fine in many simulations, especially for
small or medium sized problems. Three phase siionkgare more likely to create convergence
problems than one- or two-phase problems. How fawe performance in simulations is often a
result of trial and error, and is definitely asstsby experience with the simulator.

It should be mentioned that Eclipse will oftentioyadvice on how to improve convergence
when problems occur. But these advises are notlmassome artificial intelligence analysis of the
problem, so should be read with some scepticisgi.iELITMAX is set to 100, and Eclipse advises
you to “increase LITMAX?”, the advice can safely thsregarded.

Relative roles of time step, LITMAX and NEWTMX

To move the simulation from tinté to t2, where we have experienced convergence probldins, a
three parametewdt, LITMAX and NEWTMX can contribute to improved perfoance, so which
buttons to turn? Eclipse will always attempt to asdarge time steps as possible, but clearly
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simulating fromt1 tot2 in one step, with 100 Newton iterations, each@8id linear iterations, will
take longer time than dividing the time step in tifdhe iterations at each time step are reduoed t
something like 70 Newton iterations with 30 lingarations at each step. (First alternative usesah
of 100 * 50 = 5000 iterations, second alternatisesu2 * 70 * 30 = 4200 iterations).

Typical values for actually used number of itenasi@re in the order of 10-20 linear iterations
in each Newton iteration, and rarely more than &0vtén iterations at each time step. If the
simulation persistently requires (substantiallyyenthan this at every time step, it is probablyens
reduce the maximum permitted time step.

Eclipse will report any convergence irregularitieshe PRT-file, and to the output window (or log-
file). In addition many convergence related paramsetan be output as summary data (chapter 11).
Linear convergence failure will normally not be mhatic, while non-linear convergence failure is.
This can easily be seen if we go back to the aaigiewton-Raphson problem, Figure 31. The
objective is to find the intersection betweér) and thex-axis. The linear iterations are used to solve
each linear problem, corresponding to finding titensection between a tangent andxtagis.

Failure in this task means that one or more oftlo@ thex-axis will not be in its correct position. But
it shouldn’t be hard to imagine that the procedumitecontinue to work, and a solution eventually
found, even if some of thé may be wrong. Convergence failure of the non-lirepiations, however,
means that the intersection was never found thieeproblem had no solution, or at least we cotldn’
find it. This is of course serious, and we can lyaadcept it.

Eclipse’s way of handling the convergence irregtiées reflect our view.

» A linear convergence failure will be reported agaaning (and a suggestion to increase
LITMAX and/or NSTACK), but the procedure continueshe hope that it will be self-
correcting (as we intuitively see the model problarRigure 31 will be).

0 By the same kind of argument, it is not always Beagy or important to force full
convergence of the linear equations. If the lirsmdmntion is “good enough” to be used
further in the procedure after a number of iteragjghe procedure will not necessarily
be accelerated by running still a few dozens @dimiterations to improve the linear
solution marginally. These kinds of questions amgydifficult to decide. In general,
the best simulation performance can be expected athdénear equations are fully
converged at each non-linear iteration.

» Non-linear convergence failure should not be tdlgtly. Eclipse will then have to accept an
erroneous solution, without knowing how bad itiis6uld be so close to the sought solution that
no harm is done, or it could be really way off Hijgge only knows that it didn’t come within the
convergence tolerance). Eclipse (and the userpolnrhope that the simulation will come “back
on track” when the simulation is continued, buintorease the chances of success, the time step
size is dramatically reduced for the following tisteps.

o0 Most simulations are run several times, with vasrabf the data. Often time intervals
where convergence problems can be expected calebefied. In such cases it is
often wise to reduce the time step before the sitouknters the interval.

0 How much the time step will be reduced (choppetdrdahe convergence failure is
determined in the first record of TUNING

0 There is an absolute minimum for both time step aizd chopable time step size. If
convergence failure occurs and the time step cdmotduced, the chances of
finding the way back to the narrow path are slinctssituations should be avoided at
“any” cost!

» As arule of thumb, rapid changes of reservoilestall require smaller time steps. The classic
example is the start of water injection in thezoihe. Since water saturation at the start of the
injection is at minimum value, water mobility isragso the injected water cannot flow before
water saturation is increased, which it will notdse the water flows. Solving this problem is
definitely easier with a small time step, so ormremendation would be to reset the time step to
some small value (e.g. one day) before each magtirewent.

o No rule without exceptions. Although very rareyations exist where the solution is
so irregular that the convergence problems incraasbe time step is reduced, and
the most effective is to take one large time stegsing the troublesome interval in
one go. (As said — this is exceptional, but shdnélanentioned...)
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» A simulation that runs with alternating periodgiaie step increase and convergence failure /
time step chopping / small time steps, will normdle much less efficient than a run with albeit
shorter average time steps, but with no convergpraf@ems. The optimal time step is the
largest possible with no problems, but as exenegliibove, this may vary (strongly) during the
run, so it is absolutely not a trivial question.

TUNING keyword summarized

TUNING has three records

Record 1: Time step control
Record 2: Convergence tolerance parameters, recodeddeft at default values
Record 3: Iteration control.

Each record contains a number of parameters aedmnated by a slash.
The keyword syntax, with record 2 left default is,.

TUNING

TSINIT TSMAXZ TSMINZ TSMCHP TSFMAX TSFMINCISF TFDIFF .../
/

NEWTMX NEWTMN LITMAX LITMIN MXWSIT .../

TSINIT Max. length ohextministep (after this keyword) (default 1 day)
TSMAXZ Max. length of any ministep (default 365 day

TSMINZ Min. length any ministep (default 0.1 day)

TSMCHP Min. length any choppable ministep (def@uls day)

TSFMAX Max. ministep increase factor (default 3)

TSFMIN Min. ministep cutback factor (default 0.3)

TSFCNV Cut factor after convergence failure (detf@ul)

TFDIFF Max. increase factor after convergence failgefault 1.25)

NEWTMX Maximum number of Newton iterations in a gratep (default 12)
NEWTMN Minimum number of Newton iterations in a grstep (default 1)

LITMAX Maximum number of linear iterations in eatlewton iteration (default 25)
LITMIN Minimum number of linear iterations in eattewton iteration (default 1)
MXWSIT Maximum number of iterations within well flo calculation (default 8)

In addition, the number of search directietsredfor use in the linear solver procedure is defibhgd
the NSTACK keyword in the RUNSPEC section.

The TUNING keyword can be used anywhere in the SOHIEE section, and as many times as
desired. The parameters will be valid until thetB4NING keyword is encountered.

If the user only wants to change TSINIT, the sizthe next time step, the keyword NEXTSTEP is an
alternative to re-including the entire TUNING keywdo

19. Non-neighbour Connections and System Structure

We return to the structure of the system matriindsigures 29 and 30. In this section we will dissu
how the structure shown in Figure 30 is affecte@lbgult, or more generally, by the presence of non
neighbour connections. The model segment we witlysts shown in Figure 33.
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Figure 33. A grid with ZYX ordering

This time we use the ordering most often used Byp&s, where direction 1’ is Z, “direction 2 is Y,
and ‘direction 3 is X. The cell ordering is then seen in Figure 33.

This configuration will result in the system matsitown in Figure 34.

1 5 10 15 20 P5 30
1| x|X X X
X | X| X X X
X | X| X X X
X | X X X
5 | x X | X X
X X | X| X X
X X| x| x X
X x| X X
X X| X X X
10 X X| x| x X X
X X | x| x X X
X X| X X X
X X X| X X
X X x| X| X X
15 X X X| x| X X
X X X| X X
X X[ X X
X X| X[ x X
X X| X X X
20 X X X X
X X X X
X X X X
X X X X X
X X X
25 X X X
X X XX X
X X | X X
X X X
X X
30 X X | X | X
X X | X | X
X X | X

Figure 34. System structure for grid in Figure 33

Next we look at what happens if there is a fautivieen the rows= 2 andi = 3 in the grid. The
configuration is shown in Figure 35. (When workthgough this example we assume the sand to sand
contact is as in the figure.)
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Figure 35. Grid as in Figure 33, but with fault

Note that some connections will disappear (cellsrat in contact), while new contacts appear due to
the fault. Connections which are present in Fig#ebut not in Figure 35 are marked with a “-" lret
system, Figure 36, while new connections due to MBI are marked with am*™.

1 5 10 15 20 P5 30
1| x|x X X
X | X| X X X
X | X | x X X
X | X X X
5 | x X | X X
X X | X| X X
X X| x| x X
X X| X X
X X| X X X
10 X X| x| x X n
X X | x| x X nin
X X| X X ninj| x
X X X| X
X X X| X| X n
15 X X X| x| X nin
X X X| X n|injx
x| n|n X | X X X
nin X| X| X X X
n X| X| X X X
20 X X X X
X|n|n X X| X X
niln X X | X| X X
n X X| x| X X
X X X X
25 X X X
X X XX X
X X | X X
X X X
X X
30 X X | X | X
X X | X | X
X X | X

Figure 36. System structure for faulted grid

The most important consequence of the presendeafdn-neighbour connections is that the 7-
diagonal structure has been destroyed. Some elsan¢ disappeared, while others have been added.
In this particular example the difference isn'ttttaage, but in general the NNC-entries can end up
anywhere in the matrix, so techniques which utilise7-band structure can no longer be used. The
zero-elements on the bands also pose problems.

Eclipse handles the NNC-entries as perturbatioriseobriginal structure, and project these entries
onto the original bands. Effectively, the “alieiéments are moved to the right hand side of the
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equation and lags one iteration behind in the mhoee This approach works satisfactory when the
number of “irregular” entries is small, but if thember of NNCs become large (like more than 10%
of ordinary connections) it should come as no ssephat convergence rate is severely reduced.

Obviously fault throws generate non-neighbour catioges. In addition, the most common sources for
NNCs are wells, aquifers, and local grid refinersent
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A. GRF files in GRAF

The graphics post-processor GRAF is used for visingl summary data, and has been part of the
Eclipse suite since the very beginning. Even thdubhs been “modernized” a bit, no one can argue
that as an interactive tool it is at best cumberstoruse. However, GRAF has some very powerful
batch processing capabilities, and utilizing thesse make the program quite efficient in use.

The batch processing is enabled by the menu clBa;execute GRF file. GRAF then reads batch
commands from a so-called GRF file, and processmesdmmands to create and modify a set of
pictures as requested by the user. The user piltajly have one or several “standard” GRF files
available, and by a quick editing of the approgride can generate the needed pictures quickly.

For a detail description of GRF commands, the skeuld consult the GRAF manual, but most of the
more common commands are used in the examples belteh are conveniently commented.

A simple straightforward GRF file

-- Standard input characterisation
SET CONTINUATION '&'

SET INPUT UNFORMATTED
SET INPUT MULTIPLE

SET WSP UNFORMATTED
SET GRIDFILE EGRID

-- Load command. Loads the summary files EKS1.S000, EKS1.5001,...
-- Origin is used as a mnemonic, and is the name al | create commands
-- later will use as reference (esp. relevant if se veral cases are loaded)

LOAD SUMMARY EKS1 ORIGIN EKS1 NORESTART

-- PICTURE is an entire page
CREATE PICTURE 1

-- Every picture may contain several GRAPHS, which are separate plot

-- windows.

CREATE GRAPH 1

-- All curves are generated by “CREATE LINE” comman d, Y-axis VS X-axis.

-- X-axis is typically TIME or YEARS. The axes are ordered as they are

-- created, so X-axis is AXIS 1, first Y-axis is AX IS 2,...

-- Y-axis is the property to plot. All plot propert ies must be recognizable

-- Summary keywords (which have been loaded)
CREATE LINE FOPR VS YEARS EKS1

-- Another curve in the same plot. To use the same Y-axis as for FOPR,
-- specify OLDY 2, which means use the (old) AXIS 2 as Y-axis

CREATE LINE FWPR VS YEARS EKS1 OLDX 1 OLDY 2

-- FPR (Field pressure) has incompatible units with existing axis, so

-- specify new Y-axis. (Becomes AXIS 3)

CREATE LINE FPR VS YEARS EKS1 OLDX 1 NEWY

-- Create a new picture, containing two GRAPHS, i.e . two “windows”
-- First GRAPH contains four curves, second one.

CREATE PICTURE 2

CREATE GRAPH 1

CREATE LINE WOPR WP1 VS YEARS EKS1

CREATE LINE WOPR WP2 VS YEARS EKS1 OLDX 1 OLDY 2

CREATE LINE WOPT WP1 VS YEARS EKS1 OLDX 1 NEWY

CREATE LINE WOPT WP2 VS YEARS EKS1 OLDX 1 OLDY 3

CREATE GRAPH 2

CREATE LINE WWCT WP1 VS YEARS EKS1
END
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Advanced GRF file

The following GRF file contains many “advanced” sisend shows how a little work up front can

save a lot of time later.
SET CONTINUATION '&'

SET INPUT UNFORMATTED
SET INPUT MULTIPLE

SET WSP UNFORMATTED
SET GRIDFILE EGRID

SET INPUT UNIFIED

-- In this example we define some variables at the
-- If we later use the file for a different run, wi

-- other well names, only these lines at the head o
-- to be changed.

-- Two different runs will be loaded, and for simpl

-- ORIGIN name as the CASE name.

-- Variables in GRAF are identified by a trailing %
ASSIGN CASE1% = EX3A

ASSIGN CASE2% = EX3B

ASSIGN WELLP1% = WP1A

ASSIGN WELLP2% = WP2AH

ASSIGN WELLI1% = WI1

ASSIGN WELLI2% = WI2B

LOAD SUMMARY CASE1% ORIGIN CASE1% NORESTART
LOAD SUMMARY CASE2% ORIGIN CASE2% NORESTART

CREATE PICTURE 1

CREATE GRAPH 1

CREATE LINE FOPR VS YEARS CASE1%

CREATE LINE FWPR VS YEARS CASE1% OLDX 1 OLDY 2
CREATE LINE FOPR VS YEARS CASE2% OLDX 1 OLDY 2
CREATE LINE FWPR VS YEARS CASE2% OLDX 1 OLDY 2
CREATE GRAPH 2

CREATE LINE FOPT VS YEARS CASE1%

CREATE LINE FWPT VS YEARS CASE1% OLDX 1 OLDY 2
CREATE LINE FOPT VS YEARS CASE2% OLDX 1 OLDY 2
CREATE LINE FWPT VS YEARS CASE2% OLDX 1 OLDY 2

CREATE PICTURE 2

CREATE GRAPH 1

CREATE LINE WOPR WELLP2% VS YEARS CASE1%
CREATE LINE WOPR WELLP2% VS YEARS CASE2%
CREATE GRAPH 2

CREATE LINE WOPR WELLP1% VS YEARS CASE1%
CREATE LINE WOPR WELLP1% VS YEARS CASE2%
CREATE GRAPH 3

CREATE LINE WOPT WELLP2% VS YEARS CASE1%
CREATE LINE WOPT WELLP2% VS YEARS CASE2%
CREATE GRAPH 4

CREATE LINE WOPT WELLP1% VS YEARS CASE1%
CREATE LINE WOPT WELLP1% VS YEARS CASE2%

- Modification commands are used to change the def
-- the picture or graphs

start of the file.
th another name, and
f the GRF file need

icity we use the same

ault appearance of
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MODIFY PICTURE 1

-- The BOUNDARY is the rectangle enclosing the enti
BOUNDARY POSITION 0.005 0.103 0.995 0.955
-- Redefine Picture title

TITLE IS Field Fluid Production rates and totals

-- Move title to desired position (can be done inte
TITLE POSITION 0.307 0.688

MODIFY GRAPH 1

-- The VBOUNDARY is the View Boundary, i.e. the rec
-- the GRAPHS

-- The GBOUNDARY is the GRAPH boundary, the rectang
-- window.

-- Advice: To get the different BOUNDARY coordinate
-- rectangle interactively in GRAF for one picture.
-- of GRF file, and use copy & paste to resize othe
-- size.

VBOUNDARY POSITION 0.005 0.053 0.495 0.995
GBOUNDARY POSITION 0.096 0.069 0.988 0.843
-- Modify GRAPH title and position

GTITLE IS Field oil & water rates

GTITLE POSITION 0.163 0.776

-- Change character size in title

GTITLE HEIGHT 0.024

-- Move curve legends

CONTENTS POSITION 0.17 0.701

-- Change contents and character size for legend
MODIFY LINE 1

TITLE IS Oil rate CASE1%

TITLE HEIGHT 0.02

MODIFY LINE 2

TITLE IS Water rate CASE1%

TITLE HEIGHT 0.02

MODIFY LINE 3

TITLE IS Oil rate CASE2%

TITLE HEIGHT 0.02

MODIFY LINE 4

TITLE IS Water rate CASE2%

TITLE HEIGHT 0.02

-- Change axis 2 (the Y-axis)

MODIFY AXIS 2

-- Set min and max values on the axis

MIN 2000

MAX 4000

-- Set primary and secondary tickmarks

PTSPACE 1000

STSPACE 250

-- Set Tickmark label spacing

SCSPACE 1000

-- Use a field width of 6 characters on axis label
FORMAT 6

END

re picture

ractively first)

tangle enclosing all
le enclosing each GRAPH
s, first set the

Then request writing
r pictures to the same
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B. Some Considerations Regarding Grid Consistency

In a corner point grid, each cell is uniquely defirby its eight corners. A proper cell fulfils the
following requirements, using the standard corndeking (i.e. in a grid oriented parallel to therldo
axes the four top corners are indexed in the ardemne, sw, se, thereafter the four bottom coraegs
numbered in the same order).

1. The top and bottom surfaces should be orienteddahee way. This can be checked by the
winding numberDefine awinding vectorfrom the face centre to a corner, andwlireding
angleas the angle between the initial and current wigdiector. Starting at corner 1 and
passing through corners 2, 4, 3 and back to héhdrder) the winding vector should sweep
through a complete circle such that the windingergincreasing monotonically. When
moving from corner toi+1 the winding number is incremented if the windimgla
increases, decremented if it decreases. Hencepimper face with four corners the winding
number should be plus or minus four. For a prop#itiee top face and bottom face winding
numbers should be equal, normally +4.

2. All cornersi should satisfy, (depth of cornigid) > (depth of corner)

3. If two cornerscl andc2 are on the same coordinate ling belongs to a cell in laydsl, and
c2 belongs to a cell in layd2, with k2 > k1, then (depth o€2) > (depth ofcl).

4. Optionally, if gaps are not permitted in the gtltgn the coordinates of corndrs, k, c+4)
and(i, j, k+1, c)should be equal.

These requirements ensure,

1. Coordinate lines do not intersect each other aridtaia their internal ordering

2. No cells or part of cells should have negativekh@sses or negative volumes

3. Cells from different layers do not overlap

4. No gaps between layers allowed.

A grid where all cells fulfil the four requiremerdbove is said to beonsistent

Eclipse will not permit active cells with negativelume, but apart from that just about anything is
accepted. Inactive cells are not checked at all.

One consequence of Eclipse’s lack of strictnesdbasa the development of a “sloppy” attitude
among grid builders. This does not need to beiawsedrawback, as the grids may be quite useable
for simulation anyway. But in some situations ceteit grids are necessary. Occasionally, a grid is
extended such that initially inactive parts of tiel become active. The extension may be very
difficult to carry through if the inactive partfiar from consistent.

Other simulators may be more restrictive than Beljmnd may hence not accept a corner point grid
that has been constructed and used by Eclipsep@tieular case where consistency is mandatory is
when the grid is planned used also to do rock m@chaimulations, which will be discussed below.

Hence there may be good reasons to plan and conetrery grid such that they are consistent (also
in the inactive parts) already from the outset.

Grids planned for use in rock mechanics simulations

A major difference between flow simulation and siation of soil behaviour is the concept of active /
inactive cells. A flow simulator characterizes amyl with vanishing pore volume as inactive, ashsuc
cells are not needed or used when solving forltve $tate. When each cell represents a volume of
material (soil), the concept of inactive obvioukhs no meaning, as a volume of soil will contrittote
overall displacement and stress state, whethefliid-filled or not. By the same argument, void
space as e.g. gaps cannot be permitted in a gmidsenting physical solil. It is thereby clear tpads

for use in rock mechanics simulations must satisdye strict requirements than grids used in flow
simulation.
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Embedding

Standard boundary conditions for a coupled rockharics — reservoir simulation run is to require a
free top surface, else the edges are constrainea displacement allowed. These boundary conditions
are only realistic if applied to edges far from theervaoir, i.e. the model grid must be extended to
include the entire overburden (such that the tep &urface is the earth surface or sea bottom), and
sufficient underburden and sideburdens that thedees do not influence displacement of the
reservoir itself.

Hence, a reservoir grid is always extended taithela substantial volume of surrounding non-
porous rock before the grid is ready for use irknmechanics simulations. (The reservoir grid is
embedded in the final grid).

When the reservoir grid has been finalised in adeathis embedding is normally done by adding grid
blocks to all sides of the reservoir, typicallyexding grid block directions and with increasingdi
sizes towards the edges, a task that can be donel@dicated software. (For an Eclipse — Visage
coupling the embedding can be done in the Visage ptogram VisGen.) Although some constraints
can be put on the grid extension process, the et normally carried out without any attempt to
honour actual rock topology in the extension afetypical embedding of a simple reservoir grid is
shown in Figure Al, where the original reservoidgs shown as the thin blue slab in the middle of
the final grid.

Figure A1. Embedding of Reservoir Grid

Since few if any reservoir engineers have suchnalmeelding in mind when building the reservoir grid,
the extension process can frequently run into bl The commonly occurring problems are tied to
non-consistent grids as discussed above, and éhefumn-vertical coordinate lines, which will be
discussed here.
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Non-vertical coordinate lines

Coordinate lines can have any (hon-horizontal)atiioe, and non-vertical coordinate lines are
primarily used to honour actual fault geometriegufe A2 shows a cross section of a fault block
which bounding faults sloping in different directs

A B

Figure A2. Coordinate lines and sloping faults (cres section view)

The coordinate lines A and B pose no problemsernréiservoir grid (indicated by shades of grey). But
if an underburden is added below the grid, lineend B will intersect somewhere below the reservoir.
Since the thickness of the over / underburdeniimally several reservoir thicknesses, this probiem
almost certain to emerge in the embedding procéssewver not all coordinate lines are parallel.
Fixing the problems at this stage is not a tritéak — especially if non-consistencies have taeslf

at the same time.

Hence the obvious recommendation is, for grids tvhie to be used in coupled simulationdyudd
the entire grid including the embedding with thefipurpose in mind from the outs&his will often
enforce compromises between desires / requirenfamntise reservoir grid and the embedded grid, but
such conflicts are better solved when regardingsplects of the problem simultaneously. (Certainly
this advice is not easily applied to existing grndsich have taken a considerable time to build, and
where a request to redo the job is not welcomed...)

As an example, the situation depicted in FigurecA@not be resolved accurately. The
intersecting coordinate lines cannot be acceptednsadjustment of the fault slopes such that the
coordinate lines A and B only just don't intersicthe underburden is perhaps to live with.

Honouring material properties of non-reservoir rock

Aquifers

Aquifers should be handled differently in a coupheddel than in flow simulation. Analytic or

numeric aquifers are a convenient means of sirmgatquifer pressure support to the reservoir, but
cannot been used in such a setting when includiclg mechanics effects. The aquifer is also a
volume of porous soil, and hence it influencesdaliyeboth the stress state and the reservoir pressu
Aquifers are a prime example of why we encouradauital the grid with the final embedded model as
goal from the outset, not as a two-stage process.

Figure A3 is an example where the reservoir is eoted to a large aquifer extending into the
sideburden. This volume should obviously be modedie fluid-bearing porous rock, not as sail
inactive to flow as would result from a build-on leeading process. Note that a traditional numerical
aquifer would not work here, since there is no weynode displacements in the aquifer volume could
be accurately computed or accounted for by sucpanoach.
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Overburden

Aquifer

Underburden

Figure A3. Honouring Geometry of non-reservoir soil(cross section view)

On the other hand, fluid flow in the aquifer is gpfgase, so the aquifer can be modelled sufficiently
accurate with grid block sizes of the same ordat idinormally used in the extension grid. The
aquifercould be modelled as horizontal (using standard embedatiocedure), but accounting for
depth and thickness variation adds value — alsourimg the non-horizontal non-porous to porous
rock interface contributes to a more accurate datsmn.

Other features

There may be other features in the over / undiglebsirdens that could be advisable to capturedn th
grid. One example could be a (soft) shaly laygheoverburden, as indicated in Figure A3. Theeshal
may have significantly different material propestieom surrounding hard rock, and as such may have
a non-neglectable influence on strain / displacarhtailure. To capture this influence the layer

should be modelled explicitly, even though thid witrease the size of the finite element grid.

In Figure A3, suggested layering for the extengjad to over and underburden has been indicated by
the thin solid lines.
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